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Just as the essence of perception is not sensing objects but apprehending them, even if we can only apprehend them through the mediation of sense, so the paradigm of a real world is not its sensible imaginability but its intelligible apprehensibility. I do not mean by this that anything which can be conceived by the intellect is thereby shown to exist, but I do mean that anything that concretely exists can be grasped by the intellect in its concrete existence. If therefore the universe of modern physics is one in which all attempts to make it intelligible by models of sensory type fail and which requires for its systematisation the kind of concepts that are used by quantum physics, this does not in the least imply that it is unreal or subjective. It simply means that the formulae of quantum physics express the kind of intelligibility that it has.
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In the fall of 2006, I received a phone call from Charles (Chuck) Harper, then the Senior Vice President and Chief Strategist of the John Templeton Foundation (JTF). Chuck asked me, What are the topics that most need attention in your field (philosophy of physics) but that are not receiving funding from other sources? I told Chuck that current academic culture does not provide much encouragement for scientists to pursue “foundational” or “philosophical” issues. Whereas in previous centuries many of the great scientific minds also displayed a sharp philosophical acumen—witness Descartes, Leibniz, Bohr, Einstein, von Neumann, and Weyl—our current generation of great scientists seems to lack the time, ability, or interest to expand their scientific research into the more speculative or conceptual realms. So I told Chuck we should provide some encouragement to those scientists who wish to continue the tradition of philosophical reflection on their subjects.

This book is the direct result of Chuck’s, and JTF’s, taking this idea seriously—that is, the idea that “philosophical” is not an antonym of “scientific.” Concretely, the support provided by JTF enabled us to bring a group of distinguished philosophers and scientists from around the globe to Princeton, New Jersey, for a two-day conference in October 2007. The invited speakers were given free rein to speak on whatever topic they chose. However, it immediately became apparent that there was a common methodological theme: Although the speakers had diverse research goals, they shared in common the vision of achieving a deeper insight into foundational issues by stretching the resources provided by traditional mathematics. (For elaboration on this point, see the introduction.)

After the conference, it was agreed that the speakers would expand their ideas into chapters for a book. The book in your hands (or on your screen, or being read to you)
is the result. If our original intention for this book was realized—and we think that it was in excelsis—then its twelve essays carry the tradition of natural philosophy into the twenty-first century.

Hans Halvorson
Princeton University
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Introduction

Hans Halvorson

No scientific theory has caused more puzzlement and confusion than quantum theory. Beginning in 1900, the theory developed in fits and starts and found a consistent mathematical framing only when John von Neumann published his *Mathematische Grundlagen der Quantenmechanik* in 1932 [12]. But even today, we struggle to understand the world as pictured by quantum theory. Physics is supposed to help us to understand the world, and yet quantum theory makes it seem a very strange place.

One might be tempted to push aside our puzzlement as the result of our clinging to a primitive worldview. But our puzzlement is not merely a psychological obstacle; it is also an obstacle to the development of physics itself. This obstacle is encountered primarily in our attempts to unify quantum theory and the general theory of relativity. As argued persuasively by Chris Isham (who is represented in this volume), Lee Smolin [10], and others, the primary obstacle between us and future physics is our own failure to understand the conceptual foundations of current physical theories.

How, then, are we to make conceptual progress? What is the process by which we find a new perspective, a perspective in which previously puzzling phenomena find a place in an intelligible—and perhaps beautiful—structure?

I do not wish to make prescriptions or to claim that conceptual progress can be achieved in only one way. But this book begins with the Ansatz that conceptual progress might be achieved through free creations of the human intellect. And where are we to find this free creative activity? According to a distinguished tradition, beginning with the philosopher Immanuel Kant and running through the philosopher-mathematicians Gottlob Frege and L. E. J. Brouwer, the mathematical sciences are in the business of constructing new and “fruitful” concepts. Thus, this book begins from the assumption that creative developments in mathematics might catalyze the conceptual advances that enable us to understand our current physical theories (in particular, quantum theory) and thereby to promote future advances in physics.

Because the guiding theme of this book is methodological rather than thematic, its chapters are naturally written from diverse perspectives, unified only by the attempt to introduce new concepts that will aid our understanding of current physics, as well as the growth of future physics. Some of the authors are mathematicians (Conway,
de Groote, Kochen, Spitters); some mathematical physicists (Baez, Coecke, Döring, Heunen, Isham, Landsman, Lauda, Summers); some theoretical physicists (Brukner, Dakić, Hardy); and some philosophers (Bub, Redéi). But regardless of their professional affiliations, each author takes an interdisciplinary approach that combines methods and ideas from physics, mathematics, and philosophy. In the remainder of this Introduction, we briefly overview the various chapters and their contribution to the ongoing task of making sense of the physical world.

I.1 Beyond Hilbert Space

Quantum theory was born from a failure—namely, the failure of classical mechanics to provide accurate statistical predictions (e.g., in the case of blackbody radiation). Indeed, it was Einstein who saw clearly in the years between 1900 and 1905 that the framework of classical physics required a major overhaul. But unlike the theory of relativity, quantum theory did not result from a single stroke of genius. Rather, the following three decades witnessed a prolonged struggle by some of the century’s greatest minds, including Niels Bohr, Arnold Sommerfeld, Max Born, Werner Heisenberg, Erwin Schrödinger, and Paul Dirac. Throughout this period, the developing “quantum” theory was not much more than a cobbled-together set of statistical rules of thumb that provided more accurate predictions than classical statistical mechanics.

In the second half of the 1920s, these struggles yielded two major mathematical advances: first, Schrödinger’s introduction of the wave mechanical formalism; and second, Heisenberg’s introduction of matrix mechanics. But it was only in 1932 that these two advances were unified, and these new statistical recipes were provided with a systematic theoretical underpinning. In a stroke of mathematical genius, John von Neumann axiomatized the theory of mathematical spaces equipped with linear structure and an inner product, a type of space that was finding extensive use by David Hilbert’s school in Göttingen. Von Neumann labeled any such space that is topologically complete (i.e., containing limit points for all Cauchy sequences) a “Hilbert space.” He then went on to show how vectors in a Hilbert space can represent the states of quantum systems and how linear operators on a Hilbert space can represent the quantities, or “observables,” of the system. With von Neumann’s formalism in hand, quantum theorists had a precise mathematical justification for their statistical recipes. Quantum theory had entered the domain of mathematical physics.

However, von Neumann’s formalization of quantum theory has yielded a false sense of conceptual clarity, for von Neumann’s formalization pushes back but does not solve the basic interpretive problems of quantum theory. In particular, his formalism provides accurate statistical predictions, but only if it is severely limited in its application. Indeed, we still do not know how to apply quantum mechanics to individual systems, to macroscopic systems, or, a fortiori, to “observers” like ourselves.

Furthermore, although the Hilbert space formalism of quantum theory served as the framework for some of the twentieth century’s greatest scientific achievements (e.g., the standard model of particle physics), it is not clear that it will prove serviceable in the attempt to unify quantum theory and the general theory of relativity. In fact, according to some notable physicists—such as Penrose [4] and Isham (see Chapter 3...
in this volume)—the Hilbert space formalism might itself be implicated in our seeming inability to find a conceptual unification of our best two physical theories.

With these facts in mind, the authors of this book engage critically with the very mathematical foundations of quantum theory. In fact, not a single contributor to this book accepts, uncritically, the “standard formalism”—the Hilbert space formalism—as a background framework with which to pursue conceptual and empirical questions. Rather, a consistent theme of this volume is that we need to think creatively, not just within the current framework, but beyond it; that is, we need to think creatively about how to transcend, or at least reenvision, the current framework.

As mentioned, the authors of this volume approach this task from a broad range of perspectives. Several of them (e.g., Baez and Lauda; Coecke; Döring; Heunen, Landsman, and Spitters; Isham) attack the problem using the tools of category theory, the theory of mathematical structures attributable primarily to Samuel Eilenberg and Saunders Mac Lane (see, for example, [5]). Others (e.g., Redei, Summers) make extensive use of the theory of operator algebras, a theory originally developed by von Neumann himself that has found application in formalizing quantum field theory and (deformation) quantization theory. Yet others (e.g., Dakić and Brukner, Hardy) prefer to reduce mathematical assumptions to a bare minimum in the interest of displaying more vividly the physical content of quantum theory and more general probabilistic theories. Thus, although the underlying motivations are analogous, the tools employed are quite diverse.

I.2 Categorical Approaches to Quantum Theory

In recent years, category theory has found many uses in physics and, indeed, in many of the exact sciences. This volume contains a representative sample of cutting-edge uses of category theory in the foundations of physics.

In this book, three sorts of category-theoretic approaches to the foundations of physics are represented: an \(n\)-categorical approach (Baez and Lauda), a monoidal categorical approach (Coecke), and a topos theoretical approach (Isham; Döring; Heunen, Landsman, and Spitters). Anyone who is acquainted with category theory will recognize immediately that these approaches need not be seen as opposed or even as disjoint. Indeed, they are in many ways mutually reinforcing and might even someday be unified (e.g., by some notion of a weak monoidal \(n\)-topos).

I.2.1 \(n\)-Categorical Physics

In their magisterial “A Prehistory of \(n\)-Categorical Physics,” Chapter 1 in this volume, John C. Baez and Aaron D. Lauda recount in this volume the ways in which \(n\)-category theory has entered into physics and discuss many of the ways in which \(n\)-categories might play a role in the physical theories of the future. But why, you might ask, should we think that \(n\)-categories are a good place to look for some new insight into the very basic structures of the physical world? As Baez and Lauda point out, the theory of \(n\)-categories is itself based on a perspective-changing idea: the idea that what might be seen as an object from one point of view might be seen as a process from
another point of view. For the simplest example of this “Copernican revolution” of
mathematical framework, consider the example of a group, that is, a set $G$ equipped
with a binary product and an identity element $e \in G$ satisfying certain equations.
Because we frequently think of categories on the model of concrete categories (i.e.,
categories of sets equipped with structure), it comes as a bit of a surprise to realize that
a group is itself an example of a category. In particular, a group $G$ is a category with
one object (call it whatever you wish, say $\ast$) and whose arrows are elements of $G$.

Such a change of perspective might seem rather minor, but we should not minimize
the amount of insight that can be gained by seeing a familiar object in a new guise. For
example, once we see a group as a category, we can also see a group representation
as a certain sort of functor, that is to say, a functor into the category HILB of Hilbert
spaces. But now these group representations themselves naturally form a category, and
we can consider the arrows in this category, what are usually called “intertwiners.”

With this new perspective on groups, Baez and Lauda point out that Feynman diagrams
and Penrose spin networks are both examples of categories of group representations
with intertwiners as arrows.

Baez and Lauda go on to discuss some of the most interesting recent developments
in which category theory, and $n$-category theory in particular, promises to open new
vistas. Among these developments, they discuss topological quantum field theories and
quantum groups. They also briefly discuss Baez’s own “periodic table” of $n$-categories,
which neatly characterizes the zoology of higher categories.

### 1.2.2 Quantum Theory in Monoidal Categories

As briefly mentioned, the category HILB of Hilbert spaces plays a central role in
quantum physics. We now expect, however, that quantum theory will play a central
role in the computation theory of the future. After all, physical computers are made of
objects that obey the laws of quantum mechanics.

It is well known that a quantum computer behaves differently than a classical
computer; it is the differences in behavior that account, for example, for the fact that
a quantum computer should be able to solve some problems more efficiently than any
classical computer. But theoretical computer science is wont to abstract away from the
nitty-gritty details of physical systems. In most cases, the computer scientist needs only
to know the structural properties of the systems at his disposal; it is these structural
properties that determine how such systems might be used to implement computations
or other information-theoretic protocols.

It is no surprise, then, that theoretical computer scientists have led the way in
describing the structural features of quantum systems. It is also no surprise that theo-
retical computer scientists have found it useful to use notions from category theory in
describing these structures.

In “A Universe of Processes and Some of Its Guises,” Chapter 2 in this volume,
Bob Coecke provides a blueprint of a universe governed by quantum mechanics.
Intriguingly, however, we see this universe through the eyes of a computer scientist: we
do not see waves, particles, or any other concrete manifestation of physical processes.
Rather, by means of a diagrammatic calculus, Coecke displays the very structures of
the processes that are permitted (and forbidden) by the laws of quantum theory.
What is perhaps most striking about Coecke’s approach is the sheer ratio of results to assumptions. From an extremely Spartan set of assumptions about how processes can combine (both vertically and horizontally), Coecke is able to reproduce all of the central results of quantum information science (in a broadly construed sense that includes “von Neumann measurement”).

Another noteworthy aspect of Coecke’s chapter is his discussion of the relation of categorical quantum mechanics (in its monoidal category guise) to other traditional approaches to the mathematical foundations of quantum mechanics (e.g., quantum logic, convex sets, $C^*$-algebras). Here, we get a “compare and contrast” from a researcher who has worked on both sides of the fence, first as a member of the Brussels school (directly descended from the Geneva school of Jauch and Piron) and more recently as a cofounder (with Samson Abramsky) and leader of the categorical approach to quantum computation. Thus, this chapter is absolutely mandatory reading for anyone interested in the fate of our attempts to understand the formalism of quantum theory and its utility in describing the processes that occur in our world.

### I.2.3 Quantum Theory in Toposes

What is so radical about quantum theory? Perhaps the first thing to spring to mind is indeterminism: quantum theory describes a world in which the future is not determined by the past. With a bit more sophistication, one might claim that the most radical feature of quantum theory is nonlocality: quantum theory describes a world in which subtle dependency relations exist between events that occur in distant regions of space.

Another suggestion, originally put forward by Birkhoff and von Neumann [2], and later taken up by the philosopher Hilary Putnam [8], is that quantum theory overturns the laws of classical logic. According to this proposal, the rules of classical (formal) logic—in particular, the distribution postulate (of conjunction over disjunction)—lead to conclusions in conflict with the predictions of quantum theory. Thus, the new physics requires a revolution in logic. Indeed, Putnam went on to claim that quantum theory’s relation to logic is directly analogous to general relativity’s relation to geometry: just as general relativity forces us to abandon Euclidean geometry, so quantum theory forces us to abandon classical logic.

But this proposal has not found many advocates—even Birkhoff, von Neumann, and Putnam eventually abandoned the idea. Neither has quantum logic catalyzed progress within physics or suggested routes toward the unification of quantum theory and general relativity. Even if quantum logic has not been shown to be wrong, it has proved to be mathematically sterile: it fails to link up in interesting ways with mainstream developments in mathematical physics.

The central motivating idea behind quantum logic is that the quantum revolution is a thoroughgoing conceptual revolution; that is, that it requires us to revise some of the constitutive concepts of our worldview. The idea itself is intriguing and perhaps even plausible. Thus, we turn with great interest to a recent proposal by Jeremy Butterfield and Chris Isham [3]. According to the Butterfield-Isham proposal, quantum mechanics requires us to replace not only classical logic but also the entire classical mathematical universe—as articulated in twentieth-century mathematical logic and set theory—with a more general universe of sets, namely a topos. It is true that such a replacement
would also necessitate a replacement of classical logic but not, à la von Neumann, with a nondistributive logic. Rather, the internal logic of a topos is intuitionistic logic, where the law of excluded middle fails.

Three of the chapters in this book (Chapters 3, 4, and 6)—by Isham; Döring; and Heunen, Landsman, and Spitters—push the Butterfield-Isham idea even further. As we will see, the underlying idea of these approaches is strikingly similar to Putnam’s, although it is executed within an infinitely richer and more fruitful mathematical context.

The chapters in this book represent two distinct approaches to using topos theory in the foundations of physics: the approach of Döring and Isham and the approach of Heunen, Landsman, and Spitters. (Both approaches have been developed extensively in the literature, and I refer the reader to the references within the chapters in this book.) Although there are several divergences in implementation between the Döring-Isham approach and the Heunen-Landsman-Spitters approach, the underlying idea is similar and in both cases would amount to nothing less than a Copernican revolution.

The idea of adopting a new mathematical universe is so radical and profound that one cannot appreciate it without immersing oneself in these works. (Of course, it would also help to spend some time learning background rudiments of topos theory; for this I recommend the book by Mac Lane and Moerdijk [6].) Rather than attempt to summarize the content of these chapters, I recommend that the reader begin by reading Isham’s chapter, which provides a lucid motivation and discussion of the framework. The reader may then wish to proceed to the more technically demanding chapters by Heunen et al. and by Döring. Finally, in reading Döring’s chapter, the reader can gain further insight by referring to de Groote’s chapter, Chapter 5, which carefully articulates some of the background mathematics needed to generalize familiar notions from the classical universe of sets to the quantum topos.

I.3 Operator Algebras

Since the 1960s, it has been appreciated that the theory of operator algebras (especially $C^*$- and von Neumann algebras) provides a natural generalization of the Hilbert space formalism and is especially suitable for formalizing quantum field theories, or quantum theories with superselection rules. More recently, operator algebras have been applied to the task of clarifying conceptual issues. In this vein, see especially the work on nonlocality carried out by Summers [11] and the work on quantum logic carried out by Rédei [9]. Summers and Redéi continue this sort of foundational work in their chapters in this book (Chapters 7 and 8, respectively). Summers addresses the vacuum state in relativistic quantum field theory (QFT) in his chapter, “Yet More Ado about Nothing: The Remarkable Relativistic Vacuum State,” whereas Redéi examines Einstein’s notion of “separability” of physical systems in his chapter, “Einstein Meets von Neumann: Locality and Operational Independence in Algebraic Quantum Field Theory.”

In his chapter, Summers aims to characterize properties of the vacuum in relativistic QFT in a mathematically precise way. He begins with the standard

1 Published posthumously. See note in Chapter 5.
characterization, which involves both symmetries (the vacuum as invariant state) and energy conditions (the vacuum as lowest energy state). He then points out that these characterizations do not straightforwardly generalize to QFT on curved spacetimes. Thus, we stand in need of a more mathematically nuanced characterization of the vacuum.

According to Summers, the primary tool needed for this characterization is the Tomita-Takesaki modular theory, in particular, the geometrical interpretation of modular theory provided by Bisognano and Wichmann. However, Summers proceeds to recount a more ambitious program that he and his collaborators have undertaken, a program that would use modular symmetries as a basis from which the very structure of spacetime could be recovered. As Summers points out, such a reconstruction would have profound conceptual implications. Indeed, one is tempted to say that the success of such a program would be a partial vindication of Leibniz-Machian relationalism about spacetime. But whether or not the reconstruction supports certain philosophical views about the nature of spacetime, a clearer understanding of the vacuum is crucial for the development of future physics, especially because future physical theories will most certainly not posit a fixed-background Minkowski spacetime structure.

Summers also discusses the fact—without mentioning explicitly that it was first proved by himself and Reinhard Werner—that the vacuum state is nonlocal and indeed violates Bell’s inequality maximally relative to measurements that can be performed in tangent spacetime wedges. In doing so, Summers notes the importance of making fine-grained distinctions between different types of nonlocality. This theme is treated at length in the chapter by Rédei.

Rédei begins in a historical vein by discussing Einstein’s worries about quantum theory, in particular his notion of “separability” of physical systems. Although Einstein’s objections to indeterminism are better known (witness: “God does not roll dice”), Einstein seems to have lost even more sleep over the issue of nonlocality. Indeed, it seems he thought that quantum nonlocality would make physics impossible!

Rédei distills from Einstein’s writings a set of criteria that any theory must satisfy to be consistent with the principle of locality. He then proceeds to argue that relativistic QFT does in fact satisfy these criteria! Moreover, Rédei’s arguments are far from speculative—or, as some might dismissively say, “philosophical.” Rather, Rédei proceeds in a highly mathematical spirit: he translates the criteria into precise mathematical claims, and then he employs the tools of operator algebras in an attempt to demonstrate that the criteria are satisfied. The net result is a paradigm example of mathematical innovation in the service of conceptual clarification.

I.4 Behind the Hilbert Space Formalism

We have seen that several of the chapters in this book take well-developed (or independently developing) mathematical theories and apply them in innovative ways to the foundations of physics. Such an approach is characteristic of mathematical physics. This book, however, also represents a second approach, an approach more characteristic of theoretical physics. In particular, theoretical physicists begin from explicitly physical principles, rather than from mathematical assumptions, and then attempt to
formulate these physical principles in as transparent a fashion as possible, using mathematical formalism when it might help achieve that goal. The three chapters by Dakić and Brukner (Chapter 9), by Bub (Chapter 10), and by Hardy (Chapter 11) exemplify this second methodology.

In their chapter, “Quantum Theory and Beyond: Is Entanglement Special?,” Boriroje Dakić and Časlav Brukner aim to clarify the fundamental physical principles underlying quantum theory; in doing so, they keep in firm view the relationship between quantum theory and potential future theories in physics. The authors begin by recounting several recent attempts to derive the formalism of quantum theory from physical principles that were motivated by Einstein’s derivation of special relativity. As they note, such derivations ought to be subjected to severe critical scrutiny because thinking that quantum theory “must be true” could easily impede the development of successor theories and could easily blind us to ways in which quantum theory could be modified or superseded.

Nonetheless, Dakić and Brukner prove that quantum theory is the unique theory that describes entangled states and that satisfies their other physical principles. This striking result displays a sort of robustness of the central features of quantum theory: to the extent that the basic physical principles are justified, we can expect any future theory to incorporate, rather than supersede, quantum theory.

This same sensitivity to quantum mechanics as a potentially replaceable theory is displayed throughout the chapter by Lucien Hardy. In “Foliable Operational Structures for General Probabilistic Theories,” Hardy in essence provides a parameterization of theories in terms of a crucial equation involving two variables, $K$ and $N$. In this parameterization, classical mechanics is characterized by the equation $K = N$, whereas quantum mechanics is characterized by the equation $K = N^2$. This leaves open the possibility of alternative theories, or even possible successor theories, of greater conceptual intricacy. Our past and current theories are only at the very low end of an infinite hierarchy of increasingly complex theories.

Hardy’s chapter also pays special attention to the generalizability, or projectability into the future, of our theories. In particular, Hardy constructs his generalized probabilistic framework without reliance on a notion of fixed background time. As a result, the framework stands ready for application to relativistic contexts. But more is true: Hardy develops his framework with an eye on synthesis of general relativity and quantum mechanics, a context in which causal structure is flexible enough that it might be adapted to contexts where even it is subject to quantum indeterminacy.

In his chapter, “Is von Neumann’s ‘No Hidden Variables’ Proof Silly?”, Jeffrey Bub, takes up the question of whether the Hilbert space formalism of quantum mechanics is complete. That is, do all states correspond to vectors (or density operators), or could there be “hidden variables”? This question was supposedly answered in the negative in 1932 by von Neumann’s no hidden variables proof. If this argument were valid, there would be a strong sense in which the interpretive problems of quantum mechanics could not be solved by means of technical innovation—for example, by providing a more complete formalism.

But von Neumann’s argument has not convinced everyone. In particular, John Bell [1] and, subsequently, David Mermin [7], argued that von Neumann’s result is based on an illicit assumption—in particular, that von Neumann imposes unrealistic constraints on the mathematical representation of hidden variables. These critiques of von
Neumann’s result were motivated by and, in turn, provide support for hidden variable programs, such as Bohmian mechanics.

Bub argues, however, that Bell and Mermin’s criticism is off the mark. Rather, claims Bub, von Neumann states quite clearly that an operator \( A + B \) has no direct physical significance in cases where \( A \) and \( B \) are incompatible (i.e., not simultaneously measurable). Read from this perspective, von Neumann intends to show not that hidden variables are impossible \( \text{tout court} \) but rather that hidden variables are inconsistent with the way that quantum mechanics uses mathematical objects to represent physical objects. But then the possibility opens that intuitive desiderata for a physical theory of micro-objects (e.g., determinism) could be satisfied only by overhauling the Hilbert space formalism.

Bub closes his chapter on this suggestive note, leaving it for the reader to judge whether it would be preferable to maintain the Hilbert space formalism, along with its puzzling interpretive consequences, or to attempt to replace it with some other formalism.

The book concludes with Chapter 12, an already famous article, “The Strong Free Will Theorem,” by John H. Conway and Simon Kochen (reprinted in this volume with permission). But what has such an argument to do with the theme of the book—that is, with the theme of conceptual insight developing in tandem with mathematical insight? The careful reader will see that Conway and Kochen’s argument proceeds independently of the standard formalism (i.e., Hilbert spaces) for quantum theory. That is, the authors do not take the Hilbert space formalism for granted and then draw out conceptual consequences regarding free will. Rather, they argue from simple, physically verifiable assumptions to the conclusion that if an experimenter has the freedom to choose what to measure, then particles have the freedom to choose what result to yield. The only input here from quantum mechanics is indirect: quantum mechanics predicts that Conway and Kochen’s empirical assumptions are satisfied. Thus, if quantum mechanics is true, then Conway and Kochen’s argument is sound.

We see, then, that Conway and Kochen’s argument exemplifies the method of applying mathematical argument to the task of gaining new conceptual insight—insight, in this case, about the logical connection between certain statistical predictions (which are in fact made by quantum mechanics) and traditional metaphysical hypotheses (freedom of the will). If their argument is successful, then Conway and Kochen have provided us with insight that transcends the bounds of our current mathematical framework—hence, insight that will endure through the vicissitudes of scientific progress or revolutions.

In conclusion, the authors of this book were given carte blanche to employ as little or as much technical apparatus as they deemed necessary to advance conceptual understanding of the foundations of physics. For some of the authors, this meant employing highly sophisticated mathematical theories such as \( n \)-categories (Baez and Lauda), monoidal categories (Coecke), topos theory (Döring, Isham, Heunen et al.), or operator algebras (Rédei, Summers). For other authors, the emphasis lies more on examining the physical and conceptual motivation for the Hilbert space formalism (Dakić and Brukner) or on what might lie beyond the Hilbert space formalism (Bub, Hardy).

The liberty given to the authors means that for the reader, some of these chapters are technically demanding; even for those with previous technical training, these chapters
should be approached with equal doses of patience and persistence. However, the的技术ities seem to be demanded by the nature of the subject matter: quantum theory shows that conceptual insights and understanding do not come cheap, and the physical world does not come ready-made to be understood by the untrained human mind. Already it required the combined mathematical genius of Dirac and von Neumann, among others, to unify the various statistical recipes of the old quantum theory. The Hilbert space formalism has proved fruitful for many years and is partially responsible for some of the great advances of twentieth-century physics. But taking the Hilbert space formalism as a fixed, non-negotiable framework may also be partially responsible for our current predicament—both our troubles in interpreting quantum mechanics and the challenges of unifying quantum theory with the general theory of relativity. If this is the case, then it is imperative that we marshal the same sorts of resources that Dirac and von Neumann did; we must, indeed, employ our utmost mathematical creativity in our attempt to find an underlying intelligibility behind the physical phenomena.

It is with this aim in mind that the contributors present this collection to you, hoping to play some small role in the next quantum leap in our understanding of nature.
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PART ONE
Beyond the Hilbert Space Formalism: Category Theory
CHAPTER 1

A Prehistory of \( n \)-Categorical Physics

John C. Baez and Aaron D. Lauda

1.1 Introduction

This chapter is a highly subjective chronology describing how physicists have begun to use ideas from \( n \)-category theory in their work, often without making this explicit. Somewhat arbitrarily, we start around the discovery of relativity and quantum mechanics and lead up to conformal field theory and topological field theory. In parallel, we trace a bit of the history of \( n \)-categories, from Eilenberg and Mac Lane’s introduction of categories, to later work on monoidal and braided monoidal categories, to Grothendieck’s dreams involving \( \infty \)-categories, and subsequent attempts to realize this dream. Our chronology ends at the dawn of the twenty-first century; since then, developments have been coming so thick and fast that we have not had time to put them in proper perspective.

We call this chapter a “prehistory” because \( n \)-categories and their applications to physics are still in their infancy. We call it “a” prehistory because it represents just one view of a multifaceted subject; many other such stories can and should be told. Ross Street’s "An Australian Conspectus of Higher Categories" is a good example in that it overlaps with ours, but only slightly. There are many aspects of \( n \)-categorical physics that our chronology fails to mention, or touches on very briefly, and other stories could redress these deficiencies. It would also be good to have a story of \( n \)-categories that focus on algebraic topology, one that focuses on algebraic geometry, and one that focuses on logic. For \( n \)-categories in computer science, we have John Power’s “Why Tricategories?” which although not focused on history at least explains some of the issues at stake.

What is the goal of this prehistory? We are scientists rather than historians of science, so we are trying to make a specific scientific point rather than accurately describe every twist and turn in a complex sequence of events. We want to show how categories and even \( n \)-categories have slowly come to be seen as a good way to formalize physical theories in which “processes” can be drawn as diagrams—for example, Feynman diagrams—but interpreted algebraically—for example, as linear operators. To minimize the prerequisites, we include a gentle introduction to \( n \)-categories (in fact, mainly
just categories and bicategories). We also include a review of some relevant aspects of twentieth-century physics.

The most obvious roads to $n$-category theory start from issues internal to pure mathematics. Applications to physics became visible only much later, starting around the 1980s. So far, these applications mainly arise around theories of quantum gravity, especially string theory and “spin foam models” of loop quantum gravity. These theories are speculative and still under development, not ready for experimental tests. They may or may not succeed. So it is too early to write a real history of $n$-categorical physics or even to know whether this subject will become important. We believe it will—but so far, all we have is a “prehistory.”

1.2 Road Map

Before we begin our chronology, to help the reader keep from getting lost in a cloud of details, it will be helpful to sketch the road ahead. Why did categories turn out to be useful in physics? The reason is ultimately very simple. A category consists of objects $x, y, z, \ldots$ and morphisms that go between objects; for example,

$$f : x \to y.$$  

A good example is the category of Hilbert spaces, where the objects are Hilbert spaces and the morphisms are bounded operators. In physics, we can think of an object as a state space for some physical system, and a morphism as a process taking states of one system to states of another (perhaps the same one). In short, we use objects to describe kinematics and morphisms to describe dynamics.

Why $n$-categories? For this, we need to understand a bit about categories and their limitations. In a category, the only thing we can do with morphisms is compose them; given a morphism $f : x \to y$ and a morphism $g : y \to z$, we can compose them and obtain a morphism $gf : x \to z$. This corresponds to our basic intuition about processes—namely, that one can occur after another. Although this intuition is temporal in nature, it lends itself to a nice spatial metaphor. We can draw a morphism $f : x \to y$ as a “black box” with an input of type $x$ and an output of type $y$:

```
\begin{tikzpicture}
  \node (x) at (0,0) {$x$};
  \node (y) at (0,-1) {$y$};
  \node (f) at (0,-0.5) {$f$};
  \draw[->] (x) edge (f) (f) edge (y);
\end{tikzpicture}
```

Composing morphisms then corresponds to feeding the output of one black box into another:

```
\begin{tikzpicture}
  \node (x) at (0,0) {$x$};
  \node (y) at (0,-1) {$y$};
  \node (z) at (0,-2) {$z$};
  \node (g) at (0,-1.5) {$g$};
  \node (f) at (0,-0.5) {$f$};
  \draw[->] (x) edge (f) (f) edge (y) (y) edge (g) (g) edge (z);
\end{tikzpicture}
```
This sort of diagram might be sufficient to represent physical processes if the universe were one-dimensional, with no dimensions of space, and just one dimension of time. But, in reality, processes can occur not just in series but also in parallel—side by side, as it were:

\[
\begin{array}{c}
x \\
\downarrow f \\
y \\
\end{array} \quad \begin{array}{c}
 x' \\
\downarrow f' \\
y' \\
\end{array}
\]

To formalize this algebraically, we need something more than a category: at the very least, a monoidal category, which is a special sort of bicategory. The term bicategory hints at the two ways of combining processes, in series and in parallel.

Similarly, the mathematics of bicategories might be sufficient for physics if the universe were only two-dimensional, with one dimension of space and one dimension of time. But, in our universe, it is also possible for physical systems to undergo a special sort of process in which they switch places:

\[
\begin{array}{c}
x \\
\bigcirc \\
y \\
\end{array}
\]

To depict this geometrically requires a third dimension, hinted at here by the crossing lines. To formalize it algebraically, we need something more than a monoidal category, at the very least a braided monoidal category, which is a special sort of tricategory.

This escalation of dimensions can continue. In the diagrams Feynman used to describe interacting particles, we can continuously interpolate between this way of switching two particles:

\[
\begin{array}{c}
x \\
\bigtriangleup \\
y \\
\end{array}
\]

and this:

\[
\begin{array}{c}
x \\
\bigtriangledown \\
y \\
\end{array}
\]

This requires four dimensions, one of time and three of space. To formalize this algebraically, we need a symmetric monoidal category, which is a special sort of tetracategory.

More general \(n\)-categories, including those for higher values of \(n\), may also be useful in physics. This is especially true in string theory and spin foam models of quantum gravity. These theories describe strings, graphs, and their higher-dimensional generalizations propagating in spacetimes that may themselves have more than four dimensions.
So in abstract the idea is simple. We can use $n$-categories to formalize algebraically physical theories in which processes can be depicted geometrically using $n$-dimensional diagrams. But the development of this idea has been long and convoluted. It is also far from finished. In our chronology, we describe its development up to the year 2000. To keep the tale from becoming unwieldy, we have been ruthlessly selective in our choice of topics.

In particular, we can roughly distinguish two lines of thought leading toward $n$-categorical physics, one beginning with quantum mechanics, the other with general relativity. Given that a major challenge in physics is reconciling quantum mechanics and general relativity, it is natural to hope that these lines of thought will eventually merge. We are not sure yet how this will happen, but the two lines have already been interacting throughout the twentieth century. Our chronology will focus on the first. But before we start, let us give a quick sketch of both.

The first line of thought starts with quantum mechanics and the realization that in this subject, symmetries are crucial. Taken abstractly, the symmetries of any system form a group $G$. But to describe how these symmetries act on states of a quantum system, we need a unitary representation $\rho$ of this group on some Hilbert space $H$. This sends any group element $g \in G$ to a unitary operator $\rho(g) : H \to H$.

The theory of $n$-categories allows for drastic generalizations of this idea. We can see any group $G$ as a category with one object in which all the morphisms are invertible; the morphisms of this category are just the elements of the group, whereas composition is multiplication. There is also a category Hilb, in which objects are Hilbert spaces and morphisms are linear operators. A representation of $G$ can be seen as a map from the first category to the second:

$$\rho : G \to \text{Hilb}.$$ 

Such a map between categories is called a functor. The functor $\rho$ sends the one object of $G$ to the Hilbert space $H$, and it sends each morphism $g$ of $G$ to a unitary operator $\rho(g) : H \to H$. In short, it realizes elements of the abstract group $G$ as actual transformations of a specific physical system.

The advantage of this viewpoint is that now the group $G$ can be replaced by a more general category. Topological quantum field theory (TQFT) provides the most famous example of such a generalization but, in retrospect, the theory of Feynman diagrams provides another, and so does Penrose’s theory of spin networks.

More dramatically, both $G$ and Hilb may be replaced by a more general sort of $n$-category. This allows for a rigorous treatment of physical theories in which physical processes are described by $n$-dimensional diagrams. The basic idea, however, is always the same: a physical theory is a map sending abstract processes to actual transformations of a specific physical system.

The second line of thought starts with Einstein’s theory of general relativity, which explains gravity as the curvature of spacetime. Abstractly, the presence of curvature means that as a particle moves through spacetime from one point to another, its internal state transforms in a manner that depends nontrivially on the path it takes. Einstein’s great insight was that this notion of curvature completely subsumes the older idea of gravity as a force. This insight was later generalized to electromagnetism and the other forces of nature; we now treat them all as various kinds of curvature.
In the language of physics, theories where forces are explained in terms of curvature are called *gauge theories*. Mathematically, the key concept in a gauge theory is that of a connection on a bundle. The idea here is to start with a manifold $M$ describing spacetime. For each point $x$ of spacetime, a bundle gives a set $E_x$ of allowed internal states for a particle at this point. A connection then assigns to each path $\gamma$ from $x \in M$ to $y \in M$ a map $\rho(\gamma): E_x \to E_y$. This map, called *parallel transport*, says how a particle starting at $x$ changes state if it moves to $y$ along the path $\gamma$.

Category theory lets us see that a connection is also a kind of functor. There is a category called the path groupoid of $M$, denoted $\mathcal{P}_1(M)$, whose objects are points of $M$, in which the morphisms are paths and composition amounts to concatenating paths. Similarly, any bundle $E$ gives a transport category, denoted $\text{Trans}(E)$, where the objects are the sets $E_x$ and the morphisms are maps between these. A connection gives a functor:

$$\rho: \mathcal{P}_1(M) \to \text{Trans}(P).$$

This functor sends each object $x$ of $\mathcal{P}_1(M)$ to the set $E_x$ and sends each path $\gamma$ to the map $\rho(\gamma)$.

So, the second line of thought, starting from general relativity, leads to a picture strikingly similar to the first! Just as a unitary group representation is a functor sending abstract symmetries to transformations of a specific physical system, a connection is a functor sending paths in spacetime to transformations of a specific physical system, a particle. And just as unitary group representations are a special case of physical theories described as maps between $n$-categories, when we go from point particles to higher-dimensional objects, we meet higher-gauge theories, which use maps between $n$-categories to describe how such objects change state as they move through spacetime [16]. In short, the first and second lines of thought are evolving in parallel, and intimately linked, in ways that still need to be understood.

Sadly, we do not have much room for general relativity, gauge theories, or higher-gauge theories in our chronology. Our focus is on group representations as applied to quantum mechanics, Feynman diagrams as applied to quantum field theory, how these diagrams became better understood with the rise of $n$-categories, and how higher-dimensional generalizations of Feynman diagrams arise in string theory, loop quantum gravity, TQFT, and the like.

### 1.3 Chronology

#### 1.3.1 Maxwell (1876)

In his book *Matter and Motion*, Maxwell [166] wrote:

>Our whole progress up to this point may be described as a gradual development of the doctrine of relativity of all physical phenomena. Position we must evidently acknowledge to be relative, for we cannot describe the position of a body in any terms which do not express relation. The ordinary language about motion and rest does not so completely exclude the notion of their being measured absolutely, but the reason of this is, that in our ordinary language we tacitly assume that the earth is at rest. . . . There are no landmarks
in space; one portion of space is exactly like every other portion, so that we cannot tell
where we are. We are, as it were, on an unruffled sea, without stars, compass, sounding,
winds or tides, and we cannot tell in what direction we are going. We have no log which
we can use to take a dead reckoning by; we may compute our rate of motion with
respect to the neighboring bodies, but we do not know how these bodies may be moving
in space.

Readers less familiar with the history of physics may be surprised to see these
words, written three years before Einstein was born. In fact, the relative nature of
velocity was already known to Galileo, who also used a boat analogy to illustrate this.
However, Maxwell’s equations describing light made relativity into a hot topic. First,
it was thought that light waves needed a medium to propagate in, the luminiferous
aether, which would then define a rest frame. Second, Maxwell’s equations predicted
that waves of light move at a fixed speed in a vacuum regardless of the velocity of the
source! This seemed to contradict the relativity principle. It took the genius of Lorentz,
Poincaré, Einstein, and Minkowski to realize that this behavior of light is compatible
with relativity of motion if we assume space and time are united in a geometrical
structure that we now call Minkowski spacetime. But when this realization came, the
importance of the relativity principle was highlighted, and with it the importance of
symmetry groups in physics.

1.3.2 Poincaré (1894)

In 1894, Poincaré invented the fundamental group: for any space X with a basepoint
*, homotopy classes of loops based at * form a group \( \pi_1(X) \). This hints at the unifi-
cation of space and symmetry, which was later to become one of the main themes of
n-category theory. In 1945, Eilenberg and Mac Lane described a kind of inverse to the
process taking a space to its fundamental group. Since the work of Grothendieck in the
1960s, many have come to believe that homotopy theory is secretly just the study of
certain vast generalizations of groups, called n-groupoids. From this point of view, the
fundamental group is just the tip of an iceberg.

1.3.3 Lorentz (1904)

Already in 1895, Lorentz had invented the notion of local time to explain the results
of the Michelson–Morley experiment, but in 1904 he extended this work and gave
formulas for what are now called Lorentz transformations [151].

1.3.4 Poincaré (1905)

In his opening address to the Paris Congress in 1900, Poincaré asked, “Does the aether
really exist?” In 1904, he gave a talk at the International Congress of Arts and Science
in St. Louis, in which he noted that “…as demanded by the relativity principle the
observer cannot know whether he is at rest or in absolute motion.”

On June 5, 1905, he wrote a paper entitled “Sur la dynamique de l’électron” [191]
in which he stated: “It seems that this impossibility of demonstrating absolute
motion is a general law of nature.” He named the Lorentz transformations after Lorentz and showed that these transformations, together with the rotations, form a group. This is now called the Lorentz group.

1.3.5 Einstein (1905)

Einstein’s first paper on relativity, “On the electrodynamics of moving bodies” [76], was received on June 30, 1905. In the first paragraph, he points out problems that arise from applying the concept of absolute rest to electrodynamics. In the second, he continues:

Examples of this sort, together with the unsuccessful attempts to discover any motion of the earth relative to the ‘light medium,’ suggest that the phenomena of electrodynamics as well as of mechanics possess no properties corresponding to the idea of absolute rest. They suggest rather that, as already been shown to the first order of small quantities, the same laws of electrodynamics and optics hold for all frames of reference for which the equations of mechanics hold good. We will raise this conjecture (the purport of which will hereafter be called the ‘Principle of Relativity’) to the status of a postulate, and also introduce another postulate, which is only apparently irreconcilable with the former, namely, that light is always propagated in empty space with a definite velocity $c$ which is independent of the state of motion of the emitting body.

From these postulates, he derives formulas for the transformation of coordinates from one frame of reference to another in uniform motion relative to the first and shows that these transformations form a group.

1.3.6 Minkowski (1908)

In a famous address delivered at the 80th Assembly of German Natural Scientists and Physicians on September 21, 1908, Hermann Minkowski declared:

The views of space and time which I wish to lay before you have sprung from the soil of experimental physics, and therein lies their strength. They are radical. Henceforth space by itself, and time by itself, are doomed to fade away into mere shadows, and only a kind of union of the two will preserve an independent reality.

He formalized special relativity by treating space and time as two aspects of a single entity, spacetime. In simple terms, we may think of this as $\mathbb{R}^4$, where a point $x = (t, x, y, z)$ describes the time and position of an event. Crucially, this $\mathbb{R}^4$ is equipped with a bilinear form, the Minkowski metric:

$$x \cdot x' = tt' - xx' - yy' - zz',$$

which we use as a replacement for the usual dot product when calculating times and distances. With this extra structure, $\mathbb{R}^4$ is now called Minkowski spacetime. The group of all linear transformations

$$T : \mathbb{R}^4 \rightarrow \mathbb{R}^4$$

preserving the Minkowski metric is called the Lorentz group and denoted $O(3, 1)$. 
1.3.7 Heisenberg (1925)

In 1925, Werner Heisenberg came up with a radical new approach to physics in which processes were described using matrices [170]. What makes this especially remarkable is that Heisenberg, like most physicists of his day, had not heard of matrices! His idea was that given a system with some set of states, say \{1, \ldots, n\}, a process $U$ would be described by a bunch of complex numbers $U_{ij}$ specifying the amplitude for any state $i$ to turn into any state $j$. He composed processes by summing over all possible intermediate states:

$$(VU)_{ik}^j = \sum_j V_k^j U_{ij}.$$ 

Later, he discussed his theory with his thesis advisor, Max Born, who informed him that he had reinvented matrix multiplication.

Heisenberg never liked the term *matrix mechanics* for his work because he thought it sounded too abstract. However, it is an apt indication of the *algebraic* flavor of quantum physics.

1.3.8 Born (1928)

In 1928, Max Born figured out what Heisenberg’s mysterious amplitudes actually meant: the absolute value squared $|U_{ij}|^2$ gives the *probability* for the initial state $i$ to become the final state $j$ via the process $U$. This spelled the end of the deterministic worldview built into Newtonian mechanics [98]. More shockingly still, given that amplitudes are complex, a sum of amplitudes can have a smaller absolute value than those of its terms. Thus, quantum mechanics exhibits destructive interference, allowing more ways for something to happen may reduce the chance that it does!

1.3.9 Von Neumann (1932)

In 1932, John von Neumann published a book on the foundations of quantum mechanics [177], which helped crystallize the now-standard approach to this theory. We hope that the experts will forgive us for omitting many important subtleties and caveats in the following sketch.

Every quantum system has a Hilbert space of states, $H$. A *state* of the system is described by a unit vector $\psi \in H$. Quantum theory is inherently probabilistic in that if we put the system in some state $\psi$ and immediately check to see whether it is in the state $\phi$, we get the answer “yes” with probability equal to $|\langle \phi, \psi \rangle|^2$.

A reversible process that our system can undergo is called a *symmetry*. Mathematically, any symmetry is described by a unitary operator $U : H \rightarrow H$. If we put the system in some state $\psi$ and apply the symmetry $U$, it will then be in the state $U\psi$. If we then check to see whether it is in some state $\phi$, we get the answer “yes” with probability $|\langle \phi, U\psi \rangle|^2$. The underlying complex number $\langle \phi, U\psi \rangle$ is called a *transition amplitude*. In particular, if we have an orthonormal basis $e^i$ of $H$, the numbers

$$U_{ij}^j = \langle e^j, U e^i \rangle$$

are Heisenberg’s matrices!
Thus, Heisenberg’s matrix mechanics is revealed to be part of a framework in which unitary operators describe physical processes. But operators also play another role in quantum theory. A real-valued quantity that we can measure by doing experiments on our system is called an observable. Examples include energy, momentum, angular momentum, and the like. Mathematically, any observable is described by a self-adjoint operator $A$ on the Hilbert space $H$ for the system in question. Thanks to the probabilistic nature of quantum mechanics, we can obtain various different values when we measure the observable $A$ in the state $\psi$, but the average or expected value will be $\langle \psi, A\psi \rangle$.

If a group $G$ acts as symmetries of some quantum system, we obtain a unitary representation of $G$, meaning a Hilbert space $H$ equipped with unitary operators $\rho(g): H \to H$, one for each $g \in G$, such that

$$\rho(1) = 1_H$$

and

$$\rho(gh) = \rho(g)\rho(h).$$

Often, the group $G$ will be equipped with a topology. Then, we want symmetry transformations close to the identity to affect the system only slightly, so we demand that if $g_i \to 1$ in $G$, then $\rho(g_i)\psi \to \psi$ for all $\psi \in H$. Professionals use the term strongly continuous for representations with this property, but we shall simply call them continuous, given that we never discuss any other sort of continuity.

Continuity turns out to have powerful consequences, such as the Stone–von Neumann theorem, which states that if $\rho$ is a continuous representation of $\mathbb{R}$ on $H$, then

$$\rho(s) = \exp(-isA)$$

for a unique self-adjoint operator $A$ on $H$. Conversely, any self-adjoint operator gives a continuous representation of $\mathbb{R}$ this way. In short, there is a correspondence between observables and one-parameter groups of symmetries. This links the two roles of operators in quantum mechanics: self-adjoint operators for observables, and unitary operators for symmetries.

### 1.3.10 Wigner (1939)

We have already discussed how the Lorentz group $O(3, 1)$ acts as symmetries of spacetime in special relativity, concluding that it is the group of all linear transformations $T: \mathbb{R}^4 \to \mathbb{R}^4$, preserving the Minkowski metric. However, the full symmetry group of Minkowski spacetime is larger, including translations as well. So, the really important group in special relativity is the so-called Poincaré group:

$$\mathbf{P} = O(3, 1) \ltimes \mathbb{R}^4$$

generated by Lorentz transformations and translations.
Some subtleties appear when we take some findings from particle physics into account. Although time reversal

$$(t, x, y, z) \mapsto (-t, x, y, z)$$

and parity

$$(t, x, y, z) \mapsto (t, -x, -y, -z)$$

are elements of $\mathbb{P}$, not every physical system has them as symmetries. So, it is better to exclude such elements of the Poincaré group by working with the connected component of the identity, $\mathbb{P}_0$. Furthermore, when we rotate an electron a full turn, its state vector does not come back to where it started. Rather, it gets multiplied by $-1$. If we rotate it two full turns, it gets back to where it started. To deal with this, we should replace $\mathbb{P}_0$ by its universal cover, $\tilde{\mathbb{P}}_0$. For lack of a snappy name, in what follows, we call this group the Poincaré group.

We have seen that in quantum mechanics, physical systems are described by continuous unitary representations of the relevant symmetry group. In relativistic quantum mechanics, this symmetry group is $\tilde{\mathbb{P}}_0$. The Stone–von Neumann theorem then associates observables to one-parameter subgroups of this group. The most important observables in physics—energy, momentum, and angular momentum—all arise this way!

For example, time translation

$$g_s : (t, x, y, z) \mapsto (t + s, x, y, z)$$

gives rise to an observable $A$ with

$$\rho(g_s) = \exp(-isA)$$

and this observable is the energy of the system, also known as the Hamiltonian. If the system is in a state described by the unit vector $\psi \in H$, the expected value of its energy is $\langle \psi, A\psi \rangle$. In the context of special relativity, the energy of a system is always greater than or equal to that of the vacuum (the empty system, as it were). The energy of the vacuum is zero, so it makes sense to focus attention on continuous unitary representations of the Poincaré group with

$$\langle \psi, A\psi \rangle \geq 0.$$  

These are usually called positive-energy representations.

In a famous 1939 paper, Eugene Wigner [241] classified the positive-energy representations of the Poincaré group. All these representations can be built as direct sums of irreducible ones, which serve as candidates for describing elementary particles, the building blocks of matter. To specify one of these representations, we need to give a number $m \geq 0$ called the mass of the particle, a number $j = 0, \frac{1}{2}, 1, \ldots$ called its spin, and sometimes a little extra data.

For example, the photon has spin 1 and mass 0, and the electron has spin $\frac{1}{2}$ and mass equal to about $9 \cdot 10^{-31}$ kilograms. Nobody knows why particles have the masses they do—this is one of the main unsolved problems in physics—but they all fit nicely into Wigner’s classification scheme.
1.3.11 Eilenberg–Mac Lane (1945)

Eilenberg and Mac Lane [75] invented the notion of a “category” while working on algebraic topology. The idea is that whenever we study mathematical gadgets of any sort—sets, or groups, or topological spaces, or positive-energy representations of the Poincaré group, or whatever—we should also study the structure-preserving maps between these gadgets. We call the gadgets objects and the maps morphisms. The identity map is always a morphism, and we can compose morphisms in an associative way.

Eilenberg and Mac Lane thus defined a category $C$ to consist of:

- a collection of objects
- for any pair of objects $x, y$, a set of $\text{hom}(x, y)$ of morphisms from $x$ to $y$, written $f : x \to y$

equipped with:

- for any object $x$, an identity morphism $1_x : x \to x$
- for any pair of morphisms $f : x \to y$ and $g : y \to z$, a morphism $gf : x \to z$ called the composite of $f$ and $g$

such that:

- for any morphism $f : x \to y$, the left and right unit laws hold: $1_y f = f = f 1_x$
- for any triple of morphisms $f : w \to x, g : x \to y, h : y \to z$ the associative law holds: $(hg)f = h(gf)$

Given a morphism $f : x \to y$, we call $x$ the source of $f$ and $y$ the target of $y$.

Eilenberg and Mac Lane did much more than just define the concept of category. They also defined maps between categories, which they called functors. These send objects to objects, morphisms to morphisms, and preserve all the structure in sight.

More precisely, given categories $C$ and $D$, a functor $F : C \to D$ consists of:

- a function $F$ sending objects in $C$ to objects in $D$
- for any pair of objects $x, y \in \text{Ob}(C)$, a function also called $F$ sending morphisms in $\text{hom}(x, y)$ to morphisms in $\text{hom}(F(x), F(y))$

such that:

- $F$ preserves identities: for any object $x \in C$, $F(1_x) = 1_{F(x)}$
- $F$ preserves composition: for any pair of morphisms $f : x \to y, g : y \to z$ in $C$, $F(gf) = F(g)F(f)$

Many of the famous invariants in algebraic topology are actually functors, and this is part of how we convert topology problems into algebra problems and solve them. For example, the fundamental group is a functor

$$\pi_1 : \text{Top}_* \to \text{Grp}.$$ 

from the category of topological spaces equipped with a basepoint to the category of groups. In other words, not only does any topological space with basepoint $X$ have a fundamental group $\pi_1(X)$, but also any continuous map $f : X \to Y$ preserving the
basepoint gives a homomorphism $\pi_1(f) : \pi_1(X) \to \pi_1(Y)$, in a way that gets along with composition. So, to show that the inclusion of the circle in the disc

$$\begin{array}{ccc}
S^1 & \overset{i}{\rightarrow} & D^2 \\
\circ & \rightarrow & \circ
\end{array}$$

does not admit a retraction—that is, a map

$$\begin{array}{ccc}
D^2 & \overset{r}{\rightarrow} & S^1 \\
\circ & \rightarrow & \circ
\end{array}$$

such that this diagram commutes

$$\begin{array}{ccc}
D^2 & \overset{i}{\rightarrow} & S^1 & \overset{r}{\rightarrow} & S^1 \\
\circ & \rightarrow & \circ & \rightarrow & \circ
\end{array}$$

we simply hit this question with the functor $\pi_1$ and note that the homomorphism

$$\pi_1(i) : \pi_1(S^1) \to \pi_1(D^2)$$

cannot have a homomorphism

$$\pi_1(r) : \pi_1(D^2) \to \pi_1(S^1)$$

for which $\pi_1(r)\pi_1(i)$ is the identity because $\pi_1(S^1) = \mathbb{Z}$ and $\pi_1(D^2) = 0$.

However, Mac Lane later wrote that the real point of this paper was not to define categories, nor to define functors between categories, but rather to define natural transformations between functors! These can be drawn as follows:

$$\begin{array}{ccc}
C & \overset{\alpha}{\Rightarrow} & D \\
\bullet & \overset{F}{\rightarrow} & \overset{G}{\rightarrow} & \bullet
\end{array}$$

Given functors $F, G : C \to D$, a natural transformation $\alpha : F \Rightarrow G$ consists of:

- a function $\alpha$ mapping each object $x \in C$ to a morphism $\alpha_x : F(x) \to G(x)$ such that:

- for any morphism $f : x \to y$ in $C$, this diagram commutes:

$$\begin{array}{ccc}
F(x) & \overset{F(f)}{\rightarrow} & F(y) \\
\alpha_x & \downarrow & \alpha_y \\
G(x) & \overset{G(f)}{\rightarrow} & G(y)
\end{array}$$
The commuting square here conveys the ideas that \( \alpha \) not only gives a morphism \( \alpha_x: F(x) \to G(x) \) for each object \( x \in C \), but does so naturally—that is, in a way that is compatible with all the morphisms in \( C \).

The most immediately interesting natural transformations are the natural isomorphisms. When Eilenberg and Mac Lane were writing their paper, there were many different recipes for computing the homology groups of a space, and they wanted to formalize the notion that these different recipes give groups that are not only isomorphic but also naturally so. In general, we say a morphism \( g: y \to x \) is an isomorphism if it has an inverse; that is, a morphism \( f: x \to y \) for which \( fg \) and \( gf \) are identity morphisms. A natural isomorphism between functors \( F, G: C \to D \) is, then, a natural transformation \( \alpha: F \Rightarrow G \) such that \( \alpha_x \) is an isomorphism for all \( x \in C \). Alternatively, we can define how to compose natural transformations and say a natural isomorphism is a natural transformation with an inverse.

Invertible functors are also important; but, here, an important theme known as weakening intervenes for the first time. Suppose we have functors \( F: C \to D \) and \( G: D \to C \). It is unreasonable to demand that if we apply first \( F \) and then \( G \), we get back exactly the object with which we started. In practice, all we really need, and all we typically get, is a naturally isomorphic object. So we say a functor \( F: C \to D \) is an equivalence if it has a weak inverse; that is, a functor \( G: D \to C \) such that there exist natural isomorphisms \( \alpha: GF \Rightarrow 1_C, \beta: FG \Rightarrow 1_D \).

In the first applications to topology, the categories involved were mainly quite large as, for example, the category of all topological spaces or all groups. In fact, these categories are even large in the technical sense, meaning that their collection of objects is not a set but rather a proper class. But later applications of category theory to physics often involved small categories.

For example, any group \( G \) can be thought of as a category with one object and only invertible morphisms because the morphisms are the elements of \( G \), and composition is multiplication in the group. A representation of \( G \) on a Hilbert space is then the same as a functor

\[
\rho: G \to \text{Hilb},
\]

where \( \text{Hilb} \) is the category with Hilbert spaces as objects and bounded linear operators as morphisms. Although this viewpoint may seem like overkill, it is a prototype for the idea of describing theories of physics as functors, in which abstract physical processes (e.g., symmetries) are represented in a concrete way (e.g., as operators). However, this idea came long after the work of Eilenberg and Mac Lane: it was born sometime around Lawvere’s 1963 thesis and came to maturity in Atiyah’s 1988 definition of TQFT.

**1.3.12 Feynman (1947)**

After World War II, many physicists who had been working in the Manhattan Project to develop the atomic bomb returned to work on particle physics. In 1947, a small conference on this subject was held at Shelter Island, attended by luminaries such as Bohr, Oppenheimer, von Neumann, Weisskopf, and Wheeler. Feynman presented his work on quantum field theory, but it seems nobody understood it except Schwinger,
who was later to share the Nobel Prize with him and Tomonaga. Apparently, it was a bit too far out for most of the audience.

Feynman described a formalism in which time evolution for quantum systems was described using an integral over the space of all classical histories, known as a *Feynman path integral*. These are notoriously hard to make rigorous. But he also described a way to compute these perturbatively as a sum over *diagrams*, now known as *Feynman diagrams*. For example, in quantum electrodynamics, the amplitude for an electron to absorb a photon is given by:

\[
\begin{array}{c}
+ \\
\end{array} + \cdots + \\
\end{array}

All of these diagrams describe ways for an electron and photon to come in and an electron to go out. Lines with arrows pointing downward stand for electrons. Lines with arrows pointing upward stand for positrons. The positron is the antiparticle of an electron, and Feynman realized that this could be thought of as an electron going backward in time. The wiggly lines stand for photons. The photon is its own antiparticle, so we do not need arrows on these wiggly lines.

Mathematically, each of the diagrams shown previously is shorthand for a linear operator

\[ f : H_e \otimes H_\gamma \to H_e, \]

where \( H_e \) is the Hilbert space for an electron and \( H_\gamma \) is a Hilbert space for a photon. We take the tensor product of group representations when combining two systems, so \( H_e \otimes H_\gamma \) is the Hilbert space for a photon together with an electron.

As already mentioned, elementary particles are described by certain special representations of the Poincaré group—the irreducible positive-energy ones. So \( H_e \) and \( H_\gamma \) are representations of this sort. We can tensor these to obtain positive-energy representations describing collections of elementary particles. Moreover, each Feynman diagram describes an *intertwining operator*, an operator that commutes with the action of the Poincaré group. This expresses the fact that if we, say, rotate our laboratory before doing an experiment, we just get a rotated version of the result we otherwise would get.

So Feynman diagrams are a notation for intertwining operators between positive-energy representations of the Poincaré group. However, they are so powerfully evocative that they are much more than a mere trick! As Feynman recalled later [169]:

The diagrams were intended to represent physical processes and the mathematical expressions used to describe them. Each diagram signified a mathematical expression. In these diagrams I was seeing things that happened in space and time. Mathematical quantities were being associated with points in space and time. I would see electrons going along, being scattered at one point, then going over to another point and getting scattered there, emitting a photon and the photon goes there. I would make little pictures of all that was going on; these were physical pictures involving the mathematical terms.
Feynman first published papers containing such diagrams in 1949 [80,81]. However, his work reached many physicists through expository articles published even earlier by one of the few people who understood what he was up to, Freeman Dyson [72, 73]. (For more on the history of Feynman diagrams, see the book by Kaiser [112].)

The general context for such diagrammatic reasoning came much later, from category theory. The idea is that we can draw a morphism \( f : x \rightarrow y \) as an arrow going down:

\[
\begin{array}{c}
\text{x} \\
\downarrow \text{f} \\
\text{y}
\end{array}
\]

but then we can switch to a style of drawing in which the objects are depicted not as dots but rather as wires, and the morphisms are drawn not as arrows but rather as black boxes with one input wire and one output wire:

\[
\begin{array}{c}
\text{x} \\
\downarrow \text{f} \\
\text{y}
\end{array}
\quad \text{or} \quad
\begin{array}{c}
\text{x} \\
\downarrow \text{f}
\end{array}
\]

This is starting to look a bit like a Feynman diagram! However, to get really interesting Feynman diagrams, we need black boxes with many wires going in and many wires going out. The mathematics necessary for this was formalized later, in Mac Lane’s 1963 paper on monoidal categories (discussed herein) and Joyal and Street’s 1980s work on string diagrams [110].

1.3.13 Yang–Mills (1953)

In modern physics, the electromagnetic force is described by a U(1) gauge field. Most mathematicians prefer to call this a connection on a principal U(1) bundle. Jargon aside, this means that if we carry a charged particle around a loop in spacetime, its state will be multiplied by some element of U(1)—that is, a phase—thanks to the presence of the electromagnetic field. Moreover, everything about electromagnetism can be understood in these terms!

In 1953, Chen Ning Yang and Robert Mills [245] formulated a generalization of Maxwell’s equations in which forces other than electromagnetism can be described by connections on \( G \)-bundles for groups other than U(1). With a vast amount of work by many great physicists, this ultimately led to the Standard Model, a theory in which all forces other than gravity are described using a connection on a principal \( G \)-bundle where

\[ G = \text{U}(1) \times \text{SU}(2) \times \text{SU}(3). \]

Although everyone would like to understand more deeply this curious choice of \( G \), at present, it is purely a matter of fitting the experimental data.
In the Standard Model, elementary particles are described as irreducible positive-energy representations of $\tilde{P}_0 \times G$. Perturbative calculations in this theory can be done using souped-up Feynman diagrams, which are a notation for intertwining operators between positive-energy representations of $\tilde{P}_0 \times G$.

Although efficient, the mathematical jargon in the previous paragraphs does little justice to how physicists actually think about these things. For example, Yang and Mills did not know about bundles and connections when formulating their theory. Yang later wrote [247]:

> What Mills and I were doing in 1954 was generalizing Maxwell’s theory. We knew of no geometrical meaning of Maxwell’s theory, and we were not looking in that direction. To a physicist, gauge potential is a concept rooted in our description of the electromagnetic field. Connection is a geometrical concept which I only learned around 1970.

### 1.3.14 Mac Lane (1963)

In 1963, Mac Lane published a paper describing the notion of a monoidal category, [137]. The idea was that in many categories, there is a way to take the tensor product of two objects or of two morphisms. A famous example is the category $\text{Vect}$, where the objects are vector spaces and the morphisms are linear operators. This becomes a monoidal category with the usual tensor product of vector spaces and linear maps. Other examples include the category $\text{Set}$ with the cartesian product of sets, and the category $\text{Hilb}$ with the usual tensor product of Hilbert spaces. We will also be interested in $\text{FinVect}$ and $\text{FinHilb}$, where the objects are finite-dimensional vector spaces (resp. Hilbert spaces) and the morphisms are linear maps. We will also get many examples from categories of representations of groups. The theory of Feynman diagrams, for example, turns out to be based on the symmetric monoidal category of positive-energy representations of the Poincaré group!

In a monoidal category, given morphisms $f: x \rightarrow y$ and $g: x' \rightarrow y'$, there is a morphism,

$$ f \otimes g : x \otimes x' \rightarrow y \otimes y'. $$

We can also draw this as follows:

```
       x       x'
      / \     /  \
     f   g   y  y'
     \   /   \   /
      y  y'  y  y'
```

This sort of diagram is sometimes called a string diagram; the mathematics of these was formalized later [110], but we cannot resist using them now, given that they are so intuitive. Notice that the diagrams we could draw in a mere category were intrinsically one-dimensional because the only thing we could do is compose morphisms, which we draw by sticking one on top of another. In a monoidal category, the string diagrams become two-dimensional because now we can also tensor morphisms, which we draw by placing them side by side.
This idea continues to work in higher dimensions as well. The kind of category suitable for three-dimensional diagrams is called a \textit{braided monoidal category}. In such a category, every pair of objects $x, y$ is equipped with an isomorphism, called the \textit{braiding}, that switches the order of factors in their tensor product:

$$B_{x,y} : x \otimes y \rightarrow y \otimes x.$$ 

We can draw this process of switching as a diagram in three dimensions:

\[
\begin{array}{c}
\xymatrix{
x 
\ar[rr] & & y \\
& x & \ar[ll]
\end{array}
\]

and the braiding $B_{x,y}$ satisfies axioms that are related to the topology of three-dimensional space.

All the examples of monoidal categories given above are also braided monoidal categories. Indeed, many mathematicians would shamelessly say that given vector spaces $V$ and $W$, the tensor product $V \otimes W$ is equal to the tensor product $W \otimes V$. But this is not really true; if you examine the fine print, you will see that they are just isomorphic, via this braiding:

$$B_{V,W} : v \otimes w \mapsto w \otimes v.$$ 

Actually, all the preceding examples are not just braided but also symmetric monoidal categories. This means that if you switch two things and then switch them again, you get back where you started:

$$B_{x,y}B_{y,x} = 1_{x \otimes y}.$$ 

Because all the braided monoidal categories Mac Lane knew satisfied this extra axiom, he considered only symmetric monoidal categories. In diagrams, this extra axiom says that:

\[
\begin{array}{c}
\xymatrix{
x 
\ar[rr] & & y \\
& x & \ar[ll]
\end{array}
\]

In four or more dimensions, any knot can be untied by just this sort of process. Thus, the string diagrams for symmetric monoidal categories should really be drawn in four or more dimensions! But we can cheat and draw them in the plane, as we have in the preceding example.

It is worth taking a look at Mac Lane’s precise definitions because they are a bit subtler than our summary suggests, and these subtleties are actually very interesting.

First, he demanded that a monoidal category have a unit for the tensor product, which he called the \textit{unit object}, or 1. For example, the unit for tensor product in $\text{Vect}$
is the ground field, and the unit for the Cartesian product in Set is the one-element set.  
(Which one-element set? Choose your favorite one!)

Second, Mac Lane did not demand that the tensor product be associative on the nose:

$$(x \otimes y) \otimes z = x \otimes (y \otimes z)$$

but only up a specified isomorphism called the *associator*:

$$a_{x,y,z} : (x \otimes y) \otimes z \to x \otimes (y \otimes z).$$

Similarly, he did not demand that 1 act as the unit for the tensor product on the nose but rather only up to specified isomorphisms called the *left* and *right unitors*:

$$\ell_x : 1 \otimes x \to x, \quad r_x : x \otimes 1 \to x.$$ 

The reason is that in real life, it is usually too much to expect equations between objects in a category; usually, we just have isomorphisms, and this is good enough! Indeed, this is a basic moral of category theory, that equations between objects are bad; we should instead specify isomorphisms.

Third, and most subtle of all, Mac Lane demanded that the associator and left and right unitors satisfy certain coherence laws, which let us work with them as smoothly as if they *were* equations. These laws are called the *pentagon* and *triangle identities*.

Here is the actual definition. A monoidal category consists of:

- a category $M$
- a functor called the tensor product $\otimes : M \times M \to M$, where we write $\otimes(x, y) = x \otimes y$ and $\otimes(f, g) = f \otimes g$ for objects $x, y \in M$ and morphisms $f, g$ in $M$
- an object called the identity object $1 \in M$
- natural isomorphisms called the associator:

$$a_{x,y,z} : (x \otimes y) \otimes z \to x \otimes (y \otimes z),$$

the left unit law:

$$\ell_x : 1 \otimes x \to x,$$

and the right unit law:

$$r_x : x \otimes 1 \to x.$$
such that the following diagrams commute for all objects $w, x, y, z \in M$:

- the **pentagon identity**:

  ![Pentagon Diagram]

  governing the associator; and

- the **triangle identity**:

  ![Triangle Diagram]

  governing the left and right unitors.

The pentagon and triangle identities are the least obvious part of this definition—but also the truly brilliant part. The point of the pentagon identity is that when we have a tensor product of four objects, there are five ways to parenthesize it and, at first glance, the associator gives two different isomorphisms from $w \otimes (x \otimes (y \otimes z))$ to $(w \otimes x) \otimes (y \otimes z)$. The pentagon identity says these are in fact the same! Of course, when we have tensor products of even more objects, there are even more ways to parenthesize them and even more isomorphisms between them built from the associator. However, Mac Lane showed that the pentagon identity implies these isomorphisms are all the same. If we also assume the triangle identity, all isomorphisms with the same source and target built from the associator and left and right unit laws are equal.

In fact, the pentagon was also introduced in 1963 by James Stasheff [225], as part of an infinite sequence of polytopes called **associahedra**. Stasheff defined a concept of $A_\infty$-space which is roughly a topological space having a product that is associative up to homotopy, where this homotopy satisfies the pentagon identity up homotopy, that homotopy satisfies yet another identity up to homotopy, and so on, ad infinitum. The $n$th
of these identities is described by the $n$-dimensional associahedron. The first identity is just the associative law, which plays a crucial role in the definition of monoid, a set with associative product and identity element. Mac Lane realized that the second, the pentagon identity, should play a similar role in the definition of monoidal category. The higher ones show up in the theory of monoidal bicategories, monoidal tricategories, and so on.

With the concept of monoidal category in hand, one can define a braided monoidal category to consist of:

- a monoidal category $M$
- a natural isomorphism called the braiding:

$$B_{x,y}: x \otimes y \to y \otimes x$$

such that these two diagrams commute, called the hexagon identities:

The first hexagon equation says that switching the object $x$ past $y \otimes z$ all at once is the same as switching it past $y$ and then past $z$ (with some associators thrown in to move the parentheses). The second one is similar: it says switching $x \otimes y$ past $z$ all at once is the same as doing it in two steps.

We define a symmetric monoidal category to be a braided monoidal category $M$ for which the braiding satisfies $B_{x,y} = B_{y,x}^{-1}$ for all objects $x$ and $y$. A monoidal, braided monoidal, or symmetric monoidal category is called strict if $a_{x,y,z,\ell}$ and $r_x$ are always identity morphisms. In this case, we have

$$(x \otimes y) \otimes z = x \otimes (y \otimes z),$$

$$1 \otimes x = x, \quad x \otimes 1 = x.$$  

Mac Lane showed that every monoidal or symmetric monoidal category is equivalent to a strict one in a certain precise sense. The same is true for braided monoidal categories. However, the examples that turn up in nature, like Vect, are rarely strict.
1.3.15 Lawvere (1963)

The famous category theorist F. William Lawvere began his graduate work under Clifford Truesdell, an expert on continuum mechanics, that very practical branch of classical field theory that deals with fluids, elastic bodies, and the like. In the process, Lawvere got very interested in the foundations of physics, particularly the notion of physical theory, and his research took an abstract turn. Because Truesdell had worked with Eilenberg and Mac Lane during World War II, he sent Lawvere to visit Eilenberg at Columbia University, and that is where Lawvere wrote his thesis.

In 1963, Lawvere finished a thesis on functorial semantics [145]. This is a general framework for theories of mathematical or physical objects in which a theory is described by a category $C$ and a model of this theory is described by a functor $Z : C \to D$. Typically, $C$ and $D$ are equipped with extra structure, and $Z$ is required to preserve this structure. The category $D$ plays the role of an environment in which the models live; often, we take $D = \text{Set}$.

Variants of this idea soon became important in topology, especially PROPs and operads. In the late 1960s and early 1970s, Mac Lane [138], Boardmann and Vogt [36], May [167], and others used these variants to study homotopy-coherent algebraic structures; that is, structures with operations satisfying laws only up to homotopy, with the homotopies themselves obeying certain laws, but only up to homotopy, ad infinitum. The easiest examples are Stasheff’s $A_\infty$-spaces, which we mentioned in the previous section. The laws governing $A_\infty$-spaces are encoded in associahedra such as the pentagon. In later work, it was seen that the associahedra form an operad. By the 1990s, operads had become important both in mathematical physics [150, 165] and the theory of $n$-categories [148]. Unfortunately, explaining this line of work would take us far afield.

Other outgrowths of Lawvere’s vision of functorial semantics include the definitions of conformal field theory and TQFT, propounded by Segal and Atiyah in the late 1980s. We will have much more to say about these. In keeping with physics terminology, these later authors use the word theory for what Lawvere called a model—namely, a structure-preserving functor $Z : C \to D$. There is, however, a much more important difference. Lawvere focused on classical physics and took $C$ and $D$ to be categories with cartesian products. Segal and Atiyah focused on quantum physics and took $C$ and $D$ to be symmetric monoidal categories, not necessarily cartesian.

1.3.16 Bénabou (1967)

In 1967, Bénabou [31] introduced the notion of a bicategory or, as it is sometimes now called, a weak 2-category. The idea is that besides objects and morphisms, a bicategory has 2-morphisms going between morphisms, like this:

```
<table>
<thead>
<tr>
<th>objects</th>
<th>morphisms</th>
<th>2-morphisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$x \overset{f}{\rightarrow} y$</td>
<td>$\alpha$</td>
</tr>
</tbody>
</table>
```

In the diagram, $f : x \to y$ is a morphism, and $\alpha : f \Rightarrow g$ is a 2-morphism, which is a natural transformation between morphisms.
In a bicategory, we can compose morphisms as in an ordinary category, but also we can compose 2-morphisms in two ways, vertically and horizontally:

![Diagram showing two ways to compose 2-morphisms vertically and horizontally]

There are also identity morphisms and identity 2-morphisms and various axioms governing their behavior. Most important, the usual laws for composition of morphisms—the left and right unit laws and associativity—hold only up to specified 2-isomorphisms. (A 2-isomorphism is a 2-morphism that is invertible with respect to vertical composition.) For example, given morphisms $h: w \to x$, $g: x \to y$, and $f: y \to z$, we have a 2-isomorphism called the associator:

$$a_{f,g,h}: (fg)h \to f(gh).$$

As in a monoidal category, this should satisfy the pentagon identity.

Bicategories are everywhere once you know how to look. For example, there is a bicategory $\text{Cat}$ in which:

- the objects are categories
- the morphisms are functors
- the 2-morphisms are natural transformations

This example is unusual because composition of morphisms happens to satisfy the left and right unit laws and associativity on the nose, as equations. A more typical example is $\text{Bimod}$, in which:

- the objects are rings
- the morphisms from $R$ to $S$ are $R - S$-bimodules
- the 2-morphisms are bimodule homomorphisms

Here, composition of morphisms is defined by tensoring. Given an $R - S$-bimodule $M$ and an $S - T$-bimodule, we can tensor them over $S$ to get an $R - T$-bimodule. In this example, the laws for composition hold only up to specified 2-isomorphisms.

Another class of examples comes from the fact that a monoidal category is secretly a bicategory with one object! The correspondence involves a kind of “reindexing,” as shown in the following table:

<table>
<thead>
<tr>
<th>Monoidal Category</th>
<th>Bicategory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objects</td>
<td>Objects</td>
</tr>
<tr>
<td>Morphisms</td>
<td>Morphisms</td>
</tr>
<tr>
<td>Tensor product of objects</td>
<td>2-Morphisms</td>
</tr>
<tr>
<td>Composite of morphisms</td>
<td>Composite of morphisms</td>
</tr>
<tr>
<td>Tensor product of morphisms</td>
<td>Vertical composite of 2-morphisms</td>
</tr>
<tr>
<td></td>
<td>Horizontal composite of 2-morphisms</td>
</tr>
</tbody>
</table>
In other words, to see a monoidal category as a bicategory with only one object, we should call the objects of the monoidal category *morphisms* and call its morphisms *2-morphisms*.

A good example of this trick involves the monoidal category $\text{Vect}$. Start with $\text{Bimod}$ and choose your favorite object—say, the ring of complex numbers. Then, take all those bimodules of this ring that are complex vector spaces and all the bimodule homomorphisms between these. You now have a sub-bicategory with just one object—or, in other words, a monoidal category! This is $\text{Vect}$.

The fact that a monoidal category is secretly just a degenerate bicategory eventually stimulated a lot of interest in higher categories, and people began to wonder what kinds of degenerate higher categories give rise to braided and symmetric monoidal categories. The impatient reader can jump ahead to 1995, when the pattern underlying all of these monoidal structures and their higher-dimensional analogs became more clear.

### 1.3.17 Penrose (1971)

In general, relativity people had been using index-ridden expressions for a long time. For example, suppose we have a binary product on a vector space $V$:

$$ m : V \otimes V \to V. $$

A normal person would abbreviate $m(v \otimes w)$ as $v \cdot w$ and write the associative law as

$$ (u \cdot v) \cdot w = u \cdot (v \cdot w). $$

A mathematician might show off by writing

$$ m(m \otimes 1) = m(1 \otimes m) $$

instead. But physicists would choose a basis $e^i$ of $V$ and set

$$ m(e^i \otimes e^j) = \sum_k m_{ik}^j e^k $$

or

$$ m(e^i \otimes e^j) = m^{ij}_k e^k $$

for short, using the Einstein summation convention to sum over any repeated index that appears once as a superscript and once as a subscript. Then, they would write the associative law as follows:

$$ m_{ij}^l m_{pk}^i = m_{iq}^i m_{jk}^q. $$

Mathematicians would mock them for this but, until Penrose came along, there was really no better completely general way to manipulate tensors. Indeed, before Einstein introduced his summation convention in 1916, things were even worse. He later joked to a friend [182]:

I have made a great discovery in mathematics; I have suppressed the summation sign every time that the summation must be made over an index which occurs twice. . . .
In 1971, Penrose [186] introduced a new notation where tensors are drawn as black boxes, with superscripts corresponding to wires coming in from above and subscripts corresponding to wires going out from below. For example, he might draw \( m: V \otimes V \to V \) as:

\[
\begin{array}{c}
\downarrow \hspace{1cm} \downarrow \hspace{1cm} \uparrow \\
 i \hspace{1cm} j \hspace{1cm} k
\end{array}
\]

and the associative law as:

\[
\begin{array}{c}
\downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \\
 i \hspace{1cm} j \hspace{1cm} k \hspace{1cm} i \hspace{1cm} j \hspace{1cm} k
\end{array}
\]

In this notation, we sum over the indices labeling internal wires—by which we mean wires that are the output of one box and an input of another. This is just the Einstein summation convention in disguise, so the previous picture is merely an artistic way of drawing this:

\[
m_{ij}^p m_{lp} = m_{ij}^q m_{jk}^q.
\]

But, it has an enormous advantage: no ambiguity is introduced if we leave out the indices because the wires tell us how the tensors are hooked together:

\[
\begin{array}{c}
\downarrow \hspace{1cm} \downarrow \\
 i \hspace{1cm} j \hspace{1cm} k
\end{array}
\]

\[
\begin{array}{c}
\downarrow \hspace{1cm} \downarrow \\
 i \hspace{1cm} j \hspace{1cm} k
\end{array}
\]

This is a more vivid way of writing the mathematician’s equation

\[
m(m \otimes 1_V) = m(1_V \otimes m)
\]

because tensor products are written horizontally and composition vertically instead of trying to compress them into a single line of text.

In modern language, what Penrose had noticed here was that FinVect, the category of finite-dimensional vector spaces and linear maps, is a symmetric monoidal category, so we can draw morphisms in it using string diagrams. But, he probably was not
thinking about categories; he was probably more influenced by the analogy to Feynman
diagrams.

Indeed, Penrose’s pictures are very much like Feynman diagrams but simpler. Feyn-
man diagrams are pictures of morphisms in the symmetric monoidal category of
positive-energy representations of the Poincaré group! It is amusing that this com-
plicated example was considered long before Vect, but that is how it often works.
Simple ideas rise to consciousness only when difficult problems make them necessary.

Penrose also considered some examples more complicated than FinVect but simpler
than full-fledged Feynman diagrams. For any compact Lie group \( K \), there is a sym-
metric monoidal category \( \text{Rep}(K) \). Here, the objects are finite-dimensional continuous
unitary representations of \( K \)—that is a bit of a mouthful, so we will just call them
representations. The morphisms are intertwining operators between representations;
that is, operators \( f : H \rightarrow H' \) with

\[
f(\rho(g)\psi) = \rho'(g)f(\psi)
\]

for all \( g \in K \) and \( \psi \in H \), where \( \rho(g) \) is the unitary operator by which \( g \) acts on \( H \)
and \( \rho'(g) \) is the one by which \( g \) acts on \( H' \). The category \( \text{Rep}(K) \) becomes symmetric
monoidal with the usual tensor product of group representations,

\[
(\rho \otimes \rho')(g) = \rho(g) \otimes \rho(g')
\]

and the obvious braiding.

As a category, \( \text{Rep}(K) \) is easy to describe. Every object is a direct sum of finitely
many irreducible representations—that is, representations that are not themselves a di-
rect sum in a nontrivial way. So, if we pick a collection \( E_i \) of irreducible representations,
one from each isomorphism class, we can write any object \( H \) as

\[
H \cong \bigoplus H^i \otimes E_i,
\]

where the \( H^i \) is the finite-dimensional Hilbert space describing the multiplicity with
which the irreducible \( E_i \) appears in \( H \),

\[
H^i = \text{hom}(E_i, H).
\]

Then, we use Schur’s Lemma, which describes the morphisms between irreducible
representations:

- When \( i = j \), the space \( \text{hom}(E_i, E_j) \) is one-dimensional: all morphisms from \( E_i \) to \( E_j \)
  are multiples of the identity.
- When \( i \neq j \), the space \( \text{hom}(E_i, E_j) \) is zero-dimensional: all morphisms from \( E \) to \( E' \)
  are zero.

So every representation is a direct sum of irreducibles, and every morphism between
irreducibles is a multiple of the identity (possibly zero). Given that composition is linear
in each argument, this means there is only one way that composition of morphisms can possibly work. So, the category is completely pinned down as soon as we know the set of irreducible representations.

One nice thing about Rep(K) is that every object has a dual. If H is some representation, the dual vector space H* also becomes a representation, with

\[(\rho^*(g)f)(\psi) = f(\rho(g)\psi)\]

for all \(f \in H^*, \psi \in H\). In our string diagrams, we can use little arrows to distinguish between H and H*. A downward-pointing arrow labeled by H stands for the object H, and an upward-pointing arrow stands for H*. For example,

\[
\begin{array}{c}
\vdots \\
H \\
\vdots
\end{array}
\]

is the string diagram for the identity morphism 1_{H*}. This notation is meant to remind us of Feynman’s idea of antiparticles as particles going backward in time.

The dual pairing

\[e_H : H^* \otimes H \to \mathbb{C} \]
\[f \otimes v \mapsto f(v)\]

is an intertwining operator, as is the operator

\[i_H : \mathbb{C} \to H \otimes H^* \]
\[c \mapsto c 1_H\]

where we think of 1_H \in \text{hom}(H, H) as an element of \(H \otimes H^*\). We can draw these operators as a cup:

\[
\begin{array}{c}
H \\
\cup \\
H
\end{array}
\]

stands for \(H^* \otimes H\) \(\xrightarrow{e_H} \mathbb{C}\)

and a cap:

\[
\begin{array}{c}
\mathbb{C} \\
\cap \\
H \otimes H^*
\end{array}
\]

stands for \(H \otimes H^*\) \(\xrightarrow{i_H} \mathbb{C}\)

Note that if no edges reach the bottom (or top) of a diagram, it describes a morphism to (or from) the trivial representation of G on \(\mathbb{C}\)—because this is the tensor product of \(no\) representations.
The cup and cap satisfy the **zig-zag identities**:

\[
\begin{align*}
\text{cup:} & \quad e_H \\
\text{cap:} & \quad e_i \\
\end{align*}
\]

These identities are easy to check. For example, the first zig-zag gives a morphism from \( H \) to \( H \) that we can compute by feeding in a vector \( \psi \in H \):

\[
\begin{align*}
e_H \psi & = e_i \otimes e_i \otimes \psi \\
e_i \otimes \psi & = \psi
\end{align*}
\]

So, indeed, this is the identity morphism. But the beauty of these identities is that they let us straighten out a portion of a string diagram as if it were actually a piece of string! Algebra is becoming topology.

Furthermore, we have:

\[
H \overset{1}{=} \dim(H)
\]

This requires a little explanation. A closed diagram—one with no edges coming in and no edges coming out—denotes an intertwining operator from the trivial representation to itself. Such a thing is just multiplication by some number. The preceding equation says the operator on the left is multiplication by \( \dim(H) \). We can check this as follows:

\[
\begin{align*}
\text{operator:} & \quad e^i \otimes e_i \\
\text{equality:} & \quad \delta^i_i = \dim(H)
\end{align*}
\]
So, a loop gives a dimension. This explains a big problem that plagues Feynman diagrams in quantum field theory—namely, the divergences or infinities that show up in diagrams containing loops, like this:

\[ \begin{tikzpicture}
    \draw (0,0) circle (0.5cm);
    \end{tikzpicture} \]

or, more subtly, like this:

\[ \begin{tikzpicture}
    \draw (0,0) circle (0.5cm);
    \end{tikzpicture} \]

These infinities come from the fact that most positive-energy representations of the Poincaré group are infinite dimensional. The reason is that this group is noncompact. For a compact Lie group, all the irreducible continuous representations are finite dimensional.

So far, we have been discussing representations of compact Lie groups quite generally. In his theory of spin networks [187, 188], Penrose worked out all the details for SU(2), the group of 2 × 2 unitary complex matrices with determinant 1. This group is important because it is the universal cover of the three-dimensional rotation group. This lets us handle particles like the electron, which does not come back to its original state after one full turn—but does after two!

The group SU(2) is the subgroup of the Poincaré group whose corresponding observables are the components of angular momentum. Unlike the Poincaré group, it is compact. As already mentioned, we can specify an irreducible positive-energy representation of the Poincaré group by choosing a mass \( m \geq 0 \), a spin \( j = 0, \frac{1}{2}, 1, \frac{3}{2}, \ldots \) and sometimes a little extra data. Irreducible unitary representations of SU(2) are simpler. For these, we just need to choose a spin. The group SU(2) has one irreducible unitary representation of each dimension. Physicists call the representation of dimension \( 2j + 1 \) the spin-\( j \) representation, or simply \( j \) for short.

Every representation of SU(2) is isomorphic to its dual, so we can pick an isomorphism

\[ \sharp : j \to j^* \]

for each \( j \). Using this, we can stop writing little arrows on our string diagrams. For example, we get a new cup

\[ \begin{tikzpicture}
    \draw (0,0.5) -- (0,-0.5);
    \draw (1,0) -- (1,-1);
    \draw (1,0) -- (0,1);
    \draw (0,0) circle (0.5cm);
    \end{tikzpicture} \]
and similarly a new cap. These satisfy an interesting relation:

\[
\begin{array}{c}
\begin{array}{c}
\circlearrowright
\end{array}
\end{array}
= (-1)^{2j}
\]

Physically, this means that when we give a spin-\( j \) particle a full turn, its state transforms trivially when \( j \) is an integer:

\[\psi \mapsto \psi,\]

but it picks up a sign when \( j \) is an integer plus \( \frac{1}{2} \),

\[\psi \mapsto -\psi.\]

Particles of the former sort are called *bosons*; those of the latter sort are called *fermions*.

The funny minus sign for fermions also shows up when we build a loop with our new cup and cap:

\[
\begin{array}{c}
\begin{array}{c}
\circlearrowright
\end{array}
\end{array}
= (-1)^{2j} (2j + 1)
\]

Rather than the usual dimension of the spin-\( j \) representation, we get the dimension times a sign, depending on whether this representation is bosonic or fermionic! This is sometimes called the *superdimension* because its full explanation involves what physicists call supersymmetry. Alas, we have no space to discuss this here; we must hasten on to Penrose’s theory of spin networks!

Spin networks are a nice notation for morphisms between tensor products of irreducible representations of SU(2). The key underlying fact is that:

\[j \otimes k \cong |j - k| \oplus |j - k| + 1 \oplus \cdots \oplus j + k.\]

Thus, the space of intertwining operators \( \text{hom}(j \otimes k, l) \) has dimension 1 or 0, depending on whether or not \( l \) appears in this direct sum. We say the triple \((j, k, l)\) is *admissible* when this space has dimension 1. This happens when the triangle inequalities are satisfied,

\[|j - k| \leq l \leq j + k\]

and also \( j + k + l \in \mathbb{Z} \).

For any admissible triple \((j, k, l)\), we can choose a nonzero intertwining operator from \( j \otimes k \) to \( l \), which we draw as follows:
Using the fact that a closed diagram gives a number, we can normalize these intertwining operators so that the theta network takes a convenient value; say:

\[
\begin{array}{c}
\circlearrowleft \\
\downarrow & & \downarrow \\
& & \\
\end{array}
\quad = \quad 1
\]

When the triple \((j, k, l)\) is not admissible, we define

\[
\begin{array}{c}
\circlearrowleft \\
\downarrow & & \downarrow \\
& & \\
\end{array}
\quad = \quad 0.
\]

We can then build more complicated intertwining operators by composing and tensoring the ones we have described so far. For example, this diagram shows an intertwining operator from the representation \(2 \otimes \frac{3}{2} \otimes 1\) to the representation \(\frac{5}{2} \otimes 2\):

A diagram of this sort is called a spin network. The resemblance to a Feynman diagram is evident. There is a category where the morphisms are spin networks and a functor from this category to \(\text{Rep}(SU(2))\). A spin network with no edges coming in from the top and no edges coming out at the bottom is called closed. A closed spin network determines an intertwining operator from the trivial representation of \(SU(2)\) to itself, and thus a complex number. (For more details, see the article by Major [159].)

Penrose noted that spin networks satisfy several interesting rules. For example, we can deform a spin network in various ways without changing the operator it describes. We have already seen the zig-zag identity, which is an example of this. Other rules
involve changing the topology of the spin network. The most important of these is the \textit{binor identity} for the spin-$\frac{1}{2}$ representation:

\[
\begin{array}{c}
\frac{1}{2} \ 1 \\
\frac{1}{2} \ 1 \\
\end{array}
\begin{array}{c}
\frac{1}{2} \ 1 \\
\frac{1}{2} \ 1 \\
\end{array}
= \begin{array}{c}
\frac{1}{2} \ 1 \\
\frac{1}{2} \ 1 \\
\end{array} + \begin{array}{c}
\frac{1}{2} \ 1 \\
\frac{1}{2} \ 1 \\
\end{array}
\]

We can use this to prove something we have already seen:

\[
\begin{array}{c}
\frac{1}{2} \\
\end{array}
\begin{array}{c}
\frac{1}{2} \\
\end{array}
= \begin{array}{c}
\frac{1}{2} \\
\end{array} + \begin{array}{c}
\frac{1}{2} \\
\end{array} = -1
\]

Physically, this says that turning a spin-$\frac{1}{2}$ particle around 360 degrees multiplies its state by $-1$.

There are also interesting rules involving the spin-$1$ representation, which imply some highly nonobvious results. For example, every planar graph with three edges meeting at each vertex, no edge-loops, and every edge labeled by the spin-$1$ representation

\[
\begin{array}{c}
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
\end{array}
\]

evaluates to a nonzero number [189]. But Penrose showed that this fact is equivalent to the four-color theorem!

By now, Penrose’s diagrammatic approach to the finite-dimensional representations of SU(2) has been generalized to many compact simple Lie groups. A good treatment of this material is the free online book by Cvitanović [62]. His book includes a brief history of diagrammatic methods that makes a nice companion to the present work. Much of the work in his book was done in the 1970s. However, the huge burst of work on diagrammatic methods for algebra came later, in the 1980s, with the advent of quantum groups.

\subsection*{1.3.18 Ponzano–Regge (1968)}

Sometimes history turns around and goes back in time, like an antiparticle. This seems like the only sensible explanation of the revolutionary work of Ponzano and Regge [193], who applied Penrose’s theory of spin networks \textit{before it was invented}.
to relate tetrahedron-shaped spin networks to gravity in three-dimensional spacetime. Their work eventually led to a theory called the Ponzano–Regge model, which allows for an exact solution of many problems in three-dimensional quantum gravity [38].

In fact, Ponzano and Regge’s article on this topic appeared in the proceedings of a conference on spectroscopy, because the $6j$ symbol is important in chemistry. But for our purposes, the $6j$ symbol is just the number obtained by evaluating this spin network:

$$
\begin{array}{c}
\text{i} \\
\text{p} \\
\text{q} \\
\end{array}
\begin{array}{c}
\text{j} \\
\text{p} \\
\text{k} \\
\end{array}
\begin{array}{c}
\text{i} \\
\text{p} \\
\text{q} \\
\end{array}
\begin{array}{c}
\text{j} \\
\text{p} \\
\text{k} \\
\end{array}
\begin{array}{c}
\text{i} \\
\text{p} \\
\text{q} \\
\end{array}
\begin{array}{c}
\text{j} \\
\text{p} \\
\text{k} \\
\end{array}
$$

depending on six spins $i, j, k, l, p, q$.

In the Ponzano–Regge model of three-dimensional quantum gravity, spacetime is made of tetrahedra, and we label the edges of tetrahedra with spins to specify their lengths. To compute the amplitude for spacetime to have a particular shape, we multiply a bunch of amplitudes (i.e., complex numbers), one for each tetrahedron, one for each triangle, and one for each edge. The most interesting ingredient in this recipe is the amplitude for a tetrahedron. This is given by the $6j$ symbol.

But we have to be a bit careful! Starting from a tetrahedron whose edge lengths are given by spins,

$$
\begin{array}{c}
\text{i} \\
\text{p} \\
\text{q} \\
\end{array}
\begin{array}{c}
\text{j} \\
\text{p} \\
\text{k} \\
\end{array}
\begin{array}{c}
\text{i} \\
\text{p} \\
\text{q} \\
\end{array}
\begin{array}{c}
\text{j} \\
\text{p} \\
\text{k} \\
\end{array}
\begin{array}{c}
\text{i} \\
\text{p} \\
\text{q} \\
\end{array}
\begin{array}{c}
\text{j} \\
\text{p} \\
\text{k} \\
\end{array}
$$

we compute its amplitude using the Poincaré dual spin network, which has:

- one vertex at the center of each face of the original tetrahedron
- one edge crossing each edge of the original tetrahedron

It looks like this:
Its edges inherit spin labels from the edges of the original tetrahedron:

\[
\begin{array}{c}
\text{i} \\
\text{l} \\
\text{k} \\
\text{j} \\
\text{q} \\
\text{p}
\end{array}
\]

Voilà! The 6\(_j\) symbol!

It is easy to get confused because the Poincaré dual of a tetrahedron just happens to be another tetrahedron. But there are good reasons for this dualization process. For example, the 6\(_j\) symbol vanishes if the spins labeling three edges meeting at a vertex violate the triangle inequalities because then these spins will be inadmissible. For example, we need

\[|i - j| \leq p \leq i + j\]

or the intertwining operator

\[
\begin{array}{c}
\text{i} \\
\text{j} \\
\text{p}
\end{array}
\]

will vanish, forcing the 6\(_j\) symbols to vanish as well. But in the original tetrahedron, these spins label the three sides of a triangle:

\[
\begin{array}{c}
\text{i} \\
\text{j} \\
\text{p}
\end{array}
\]

So the amplitude for a tetrahedron vanishes if it contains a triangle that violates the triangle inequalities!

This is exciting because it suggests that the representations of SU(2) somehow know about the geometry of tetrahedra. Indeed, there are other ways for a tetrahedron to be impossible besides having edge lengths that violate the triangle inequalities. The 6\(_j\) symbol does not vanish for all these tetrahedra, but it is exponentially damped—very much as a particle in quantum mechanics can tunnel through barriers that would be impenetrable classically, but with an amplitude that decays exponentially with the width of the barrier.

In fact, the relation between Rep(SU(2)) and three-dimensional geometry goes much deeper. Regge and Ponzano found an excellent asymptotic formula for the 6\(_j\) symbol that depends entirely on geometrically interesting aspects of the corresponding tetrahedron—for example, its volume, the dihedral angles of its edges, and so on. But what is truly amazing is that this asymptotic formula also matches what one would want from a theory of quantum gravity in three-dimensional spacetime!

More precisely, the Ponzano–Regge model is a theory of Riemannian quantum gravity in three dimensions. Gravity in our universe is described with a Lorentzian
metric on four-dimensional spacetime, where each tangent space has the Lorentz group acting on it. But we can imagine gravity in a universe where spacetime is three-dimensional and the metric is Riemannian, so each tangent space has the rotation group $SO(3)$ acting on it. The quantum description of gravity in this universe should involve the double cover of this group, $SU(2)$—essentially because it should describe not just how particles of integer spin transform as they move along paths but also particles of half-integer spin. And it seems the Ponzano–Regge model is the right theory to do this.

A rigorous proof of Ponzano and Regge’s asymptotic formula was not given until 1999, by Justin Roberts [203]. Physicists are still finding wonderful surprises in the Ponzano–Regge model. For example, if we study it on a 3-manifold with a Feynman diagram removed, with edges labeled by suitable representations, it describes not only pure quantum gravity but also matter! The series of papers by Freidel and Louapre explain this in detail [86].

Besides its meaning for geometry and physics, the $6j$ symbol also has a purely category-theoretic significance: it is a concrete description of the associator in $\text{Rep}(SU(2))$. The associator gives a linear operator

$$a_{i,j,k} : (i \otimes j) \otimes k \to i \otimes (j \otimes k).$$

The $6j$ symbol is a way of expressing this operator as several numbers. The idea is to use our basic intertwining operators to construct operators:

$$S : (i \otimes j) \otimes k \to l, \quad T : l \to i \otimes (j \otimes k),$$

namely:

$$S = \begin{array}{c}
  \begin{array}{c}
    i \\
    \downarrow \\
    j \\
    \downarrow \\
    k \\
    \downarrow \\
    p \\
    \downarrow \\
    l \\
  \end{array}
  \\
  \begin{array}{c}
    i \\
    \downarrow \\
    j \\
    \downarrow \\
    k \\
    \downarrow \\
    p \\
    \downarrow \\
    l \\
  \end{array}
\end{array} \quad T = \begin{array}{c}
  \begin{array}{c}
    i \\
    \downarrow \\
    j \\
    \downarrow \\
    k \\
    \downarrow \\
    q \\
    \downarrow \\
    l \\
  \end{array}
  \\
  \begin{array}{c}
    i \\
    \downarrow \\
    j \\
    \downarrow \\
    k \\
    \downarrow \\
    q \\
    \downarrow \\
    l \\
  \end{array}
\end{array}$$

Using the associator to bridge the gap between $(i \otimes j) \otimes k$ and $i \otimes (j \otimes k)$, we can compose $S$ and $T$ and take the trace of the resulting operator, obtaining a number. These numbers encode everything there is to know about the associator in the monoidal category $\text{Rep}(SU(2))$. Moreover, these numbers are just the $6j$ symbols:

$$\text{tr}(Ta_{i,j,k}S) = \begin{array}{c}
  \begin{array}{c}
    i \\
    \downarrow \\
    j \\
    \downarrow \\
    k \\
    \downarrow \\
    p \\
    \downarrow \\
    l \\
  \end{array}
  \\
  \begin{array}{c}
    i \\
    \downarrow \\
    j \\
    \downarrow \\
    k \\
    \downarrow \\
    p \\
    \downarrow \\
    l \\
  \end{array}
\end{array}$$
This can be proved by gluing the pictures for $S$ and $T$ together and warping the resulting spin network until it looks like a tetrahedron! We leave this as an exercise for the reader.

The upshot is a remarkable and mysterious fact: the associator in the monoidal category of representations of SU(2) encodes information about three-dimensional quantum gravity! This fact will become less mysterious when we see that three-dimensional quantum gravity is almost a TQFT. In our discussion of Barrett and Westbury’s 1992 article on TQFTs, we will see that a large class of three-dimensional TQFTs can be built from monoidal categories.

1.3.19 Grothendieck (1983)

In his 600-page letter entitled *Pursuing Stacks*, Grothendieck fantasized about $n$-categories for higher $n$—even $n = \infty$—and their relation to homotopy theory [100]. The rough idea of an $\infty$-category is that it should be a generalization of a category that has objects, morphisms, 2-morphisms, and so on forever. In the fully general, weak $\infty$-categories, all the laws governing composition of $j$-morphisms should hold only up to specified $(j + 1)$-morphisms, which in turn satisfy laws of their own but only up to specified $(j + 2)$-morphisms, and so on. Furthermore, all of these higher morphisms that play the role of laws should be equivalences—where a $k$-morphism is an equivalence if it is invertible up to equivalence. The circularity here is not necessarily vicious, but it hints at how tricky $\infty$-categories, can be.

Grothendieck believed that among the weak $\infty$-categories, there should be a special class, the weak $\infty$-groupoids, in which all $j$-morphisms ($j \geq 1$) are equivalences. He also believed that every space $X$ should have a weak $\infty$-groupoid $\Pi_\infty(X)$ called its *fundamental $\infty$-groupoid*, in which:

- the objects are points of $X$
- the morphisms are paths in $X$
- the 2-morphisms are paths of paths in $X$
- the 3-morphisms are paths of paths of paths in $X$
- and so forth

Moreover, $\Pi_\infty(X)$ should be a complete invariant of the homotopy type of $X$, at least for nice spaces like CW complexes. In other words, two nice spaces should have equivalent fundamental $\infty$-groupoids if and only if they are homotopy equivalent.

The preceding sketch of Grothendieck’s dream is phrased in terms of a globular approach to $n$-categories, where the $n$-morphisms are modeled after $n$-dimensional discs:

<table>
<thead>
<tr>
<th>Objects</th>
<th>Morphisms</th>
<th>2-Morphisms</th>
<th>3-Morphisms</th>
<th>⋯</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Object" /></td>
<td><img src="image2" alt="Morphism" /></td>
<td><img src="image3" alt="2-Morphism" /></td>
<td><img src="image4" alt="3-Morphism" /></td>
<td><img src="image5" alt="Globes" /></td>
</tr>
</tbody>
</table>
However, he also imagined other approaches based on $j$-morphisms with different shapes, such as simplices:

<table>
<thead>
<tr>
<th>Objects</th>
<th>Morphisms</th>
<th>2-Morphisms</th>
<th>3-Morphisms</th>
<th>⋮</th>
</tr>
</thead>
<tbody>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>

In fact, simplicial weak $\infty$-groupoids had already been developed in a 1957 paper by Kan [113]; these are now called Kan complexes. In this framework, $\Pi_\infty(X)$ is indeed a complete invariant of the homotopy type of any nice space $X$. So the real challenge is to define weak $\infty$-categories in the simplicial and other approaches, then define weak $\infty$-groupoids as special cases of these, and prove their relation to homotopy theory.

Great progress toward fulfilling Grothendieck’s dream has been made in recent years. We cannot possibly do justice to the enormous body of work involved, so we simply offer a quick thumbnail sketch. Starting around 1977, Street began developing a simplicial approach to $\infty$-categories [226, 227] based on ideas from the physicist Roberts [202]. Thanks in large part to the recently published work of Verity, this approach has really begun to take off [237–239].

In 1995, Baez and Dolan initiated another approach to weak $n$-categories, the opetopic approach [12]:

<table>
<thead>
<tr>
<th>Objects</th>
<th>Morphisms</th>
<th>2-Morphisms</th>
<th>3-Morphisms</th>
<th>⋮</th>
</tr>
</thead>
<tbody>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>

The idea here is that an $(n+1)$-dimensional opetope describes a way of gluing together $n$-dimensional opetopes. The opetopic approach was corrected and clarified by various authors [43–46, 146, 162], and by now it has been developed by Makkai [160] into a full-fledged foundation for mathematics. We have already mentioned how in category theory, it is considered a mistake to assert equations between objects. Instead, one should specify an isomorphism between them. Similarly, in $n$-category theory, it is a mistake to assert an equation between $j$-morphisms for any $j < n$; one should instead specify an equivalence. In Makkai’s approach to the foundations of mathematics based on weak $\infty$-categories, equality plays no role, so this mistake is impossible to make. Instead of stating equations, one must always specify equivalences.

Also starting around 1995, Tamsamani [230] and Simpson [220–223] developed a multisimplicial approach to weak $n$-categories. In a 1998 paper, Batanin [25, 229]
initiated a globular approach to weak ∞-categories. Penon [185] gave a related, very compact definition of ∞-category, which was later improved by Batanin, Cheng, and Makkai [28, 51]. There is also a topologically motivated approach using operads attributable to Trimble [175], which was studied and generalized by Cheng and Gurski [47, 49]. Yet another theory is due to Joyal, with contributions by Berger [32, 106].

This great diversity of approaches raises the question of when two definitions of n-category count as equivalent. In Pursuing Stacks, Grothendieck proposed the following answer. Suppose that for all n, we have two different definitions of weak n-category—say, n-category₁ and n-category₂. Then, we should try to construct the (n + 1)-category₁ of all n-categories₁ and the (n + 1)-category₁ of all n-categories₂ and see whether these are equivalent as objects of the (n + 2)-category₁ of all (n + 1)-categories₁. If so, we may say the two definitions are equivalent as seen from the viewpoint of the first definition.

Of course, this strategy for comparing definitions of weak n-category requires a lot of work. Nobody has carried it out for any pair of significantly different definitions. There is also some freedom of choice involved in constructing the two (n + 1)-categories₁ in question. One should do it in a “reasonable” way, but what does that mean? And what if we get a different answer when we reverse the roles of the two definitions?

A somewhat less strenuous strategy for comparing definitions is suggested by homotopy theory. Many different approaches to homotopy theory are in use, and although they are superficially very different, there is by now a well-understood sense in which they are fundamentally the same. Different approaches use objects from different categories to represent topological spaces or, more precisely, the homotopy-invariant information in topological spaces, called their homotopy types. These categories are not equivalent, but each one is equipped with a class of morphisms called weak equivalences, which play the role of homotopy equivalences. Given a category C equipped with a specified class of weak equivalences, under mild assumptions, one can throw in inverses for these morphisms and obtain a category called the homotopy category Ho(C). Two categories with specified equivalences may be considered the same for the purposes of homotopy theory if their homotopy categories are equivalent in the usual sense of category theory. The same strategy—or more sophisticated variants—can be applied to comparing definitions of n-category, so long as one can construct a category of n-categories.

Starting around 2000, work began on comparing different approaches to n-category theory [32, 45, 47, 161, 224]. There has also been significant progress toward achieving Grothendieck’s dream of relating weak n-groupoids to homotopy theory [26, 27, 33, 54, 183, 184, 231]. But n-category theory is still far from mature. This is one reason the present chapter is just a prehistory.

Luckily, Leinster has written a survey of definitions of n-category [147] and also a textbook on the role of operads and their generalizations in higher category theory [149]. Cheng and Lauda have prepared an illustrated guidebook of higher categories for those who like to visualize things [50]. (The book by Baez and May [14] provides more background for readers who want to learn the subject. For applications to algebra, geometry, and physics, try the conference proceedings edited by Getzler and Kapranov [93] and by Davydov et al. [63].)
1.3.20 String Theory (1980s)

In the 1980s, there was a huge outburst of work on string theory. There is no way to summarize it all here, so we shall content ourselves with a few remarks about its relation to $n$-categorical physics. For a general overview, the reader can start with the introductory text by Zweibach [249] and then turn to the book by Green, Schwarz, and Witten [97], which was written in the 1980s, or the book by Polchinski [192], which covers more recent developments.

String theory goes beyond ordinary quantum field theory by replacing zero-dimensional point particles by one-dimensional objects, either circles, called *closed strings*, or intervals, called *open strings*. So, in string theory, the essentially one-dimensional Feynman diagrams depicting worldlines of particles are replaced by two-dimensional diagrams depicting string worldsheets:

This is a hint that as we pass from ordinary quantum field theory to string theory, the mathematics of *categories* is replaced by the mathematics of *bicategories*. However, this hint took a while to be recognized.

To compute an operator from a Feynman diagram, only the topology of the diagram matters, including the specification of which edges are inputs and which are outputs. In string theory, we need to equip the string worldsheet with a conformal structure, which is a recipe for measuring angles. More precisely, a *conformal structure* on a surface is an orientation together with an equivalence class of Riemannian metrics, where two metrics counts as equivalent if they give the same answers whenever we use them to compute angles between tangent vectors.

A conformal structure is also precisely what we need to do complex analysis on a surface. The power of complex analysis is what makes string theory so much more tractable than theories of higher-dimensional membranes.

1.3.21 Joyal–Street (1985)

Around 1985, Joyal and Street introduced braided monoidal categories [108]. The story is nicely told in Street’s *Conspectus* [228], so here we focus on the mathematics.

As we have seen, braided monoidal categories are just like Mac Lane’s symmetric monoidal categories, but without the law

$$B_{x,y} = B_{y,x}^{-1}.$$  

The point of dropping this law becomes clear if we draw the isomorphism $B_{x,y} : x \otimes y \to y \otimes x$ as a little braid:
Then, its inverse is naturally drawn as

```
y           x
\hline
```

because then the equation $B_{x,y}B_{x,y}^{-1} = 1$ makes topological sense,

```
y
\hline
x
```

and similarly for $B_{x,y}^{-1}B_{x,y} = 1$:

```
x
\hline
y
```

In fact, these equations are familiar in knot theory, where they describe ways of changing a two-dimensional picture of a knot (or braid or tangle) without changing it as a three-dimensional topological entity. Both of these equations are called the second Reidemeister move.

Conversely, the law $B_{x,y} = B_{y,x}^{-1}$ would be drawn as

```
x
\hline
y
```

and this is not a valid move in knot theory. In fact, using this move, all knots become trivial. So it makes some sense to drop it, and this is just what the definition of braided monoidal category does.

Joyal and Street constructed a very important braided monoidal category called Braid. Every object in this category is a tensor product of copies of a special object $x$, which we draw as a point. So we draw the object $x^\otimes n$ as a row of $n$ points. The unit for the tensor product, $I = x^\otimes 0$, is drawn as a blank space. All the morphisms in Braid are endomorphisms: they go from an object to itself. In particular, a morphism
$f : x^\otimes n \to x^\otimes n$ is an $n$-strand braid:

\[
\text{\begin{center}
\includegraphics[width=0.5\textwidth]{braid.png}
\end{center}}
\]

and composition is defined by stacking one braid on top of another. We tensor morphisms in Braid by setting braids side by side. The braiding is defined in an obvious way, for example, the braiding

\[
B_{2,3} : x^\otimes 2 \otimes x^\otimes 3 \to x^\otimes 3 \otimes x^\otimes 2
\]

looks like this:

\[
\text{\begin{center}
\includegraphics[width=0.5\textwidth]{braid_composition.png}
\end{center}}
\]

Joyal and Street showed that Braid is the free braided monoidal category on one object. This and other results of theirs justify the use of string diagrams as a technique for doing calculations in braided monoidal categories. They published an article on this in 1991, aptly titled “The Geometry of Tensor Calculus” [110].

Let us explain more precisely what it means that Braid is the free braided monoidal category on one object. For starters, Braid is a braided monoidal category containing a special object $x$, the point. But when we say Braid is the free braided monoidal category on this object, we are saying much more. Intuitively, this means two things. First, every object and morphism in Braid can be built from $x$ using operations that are part of the definition of braided monoidal category. Second, every equation that holds in Braid follows from the definition of braided monoidal category.

To make this precise, consider a simpler but related example. The group of integers $\mathbb{Z}$ is the free group on one element—namely, the number 1. Intuitively speaking, this means that every integer can be built from the integer 1 using operations built into the definition of group, and every equation that holds in $\mathbb{Z}$ follows from the definition of group. For example, $(1 + 1) + 1 = 1 + (1 + 1)$ follows from the associative law.

To make these intuitions precise, it is good to use the idea of a universal property. Namely, for any group $G$ containing an element $g$, there exists a unique homomorphism

\[
\rho : \mathbb{Z} \to G
\]

such that

\[
\rho(1) = g.
\]

The uniqueness clause here says that every integer is built from 1 using the group operations, which is why knowing what $\rho$ does to 1 determines $\rho$ uniquely. The existence clause says that every equation between integers follows from the definition of a group.
If there were extra equations, these would block the existence of homomorphisms to
groups where these equations failed to hold.

So, when we say that Braid is the “free” braided monoidal category on the object \( x \),
we mean something roughly like this: for any braided monoidal category \( C \), and any
object \( c \in C \), there is a unique map of braided monoidal categories
\[
Z : \text{Braid} \to C
\]
such that
\[
Z(x) = c.
\]

This will not be precise until we define a map of braided monoidal categories. The
correct concept is that of a braided monoidal functor. But we also need to weaken
the universal property. To say that \( Z \) is unique means that any two candidates sharing
the desired property are equal. But this is too strong; it is bad to demand equality
between functors. Instead, we should say that any two candidates are isomorphic. For
this, we need the concept of braided monoidal natural isomorphism.

Once we have these concepts in hand, the correct theorem is as follows. For any
braided monoidal category \( C \), and any object \( x \in C \), there exists a braided monoidal
functor
\[
Z : \text{Braid} \to C
\]
such that
\[
Z(x) = c.
\]
Moreover, given two such braided monoidal functors, there is a braided monoidal
natural isomorphism between them.

Now we just need to define the necessary concepts. The definitions are a bit scary
at first sight, but they illustrate the idea of weakening—that is, replacing equations
by isomorphisms that satisfy equations of their own. They will also be needed for
the definition of TQFTs, which we will present in our discussion of Atiyah’s 1988
paper [5].

To begin with, a functor \( F : C \to D \) between monoidal categories is monoidal if it is
equipped with

- a natural isomorphism \( \Phi_{x,y} : F(x) \otimes F(y) \to F(x \otimes y) \)
- an isomorphism \( \phi : 1_D \to F(1_C) \)

such that:

- the following diagram commutes for any objects \( x, y, z \in C \):

\[
\begin{array}{cccccc}
(F(x) \otimes F(y)) \otimes F(z) & \xrightarrow{\Phi_{x,y} \otimes 1_{F(z)}} & F(x \otimes y) \otimes F(z) & \xrightarrow{\Phi_{x \otimes y, z}} & F((x \otimes y) \otimes z) \\
F(x) \otimes (F(y) \otimes F(z)) & \xrightarrow{1_{F(x)} \otimes \Phi_{y,z}} & F(x) \otimes F(y \otimes z) & \xrightarrow{\Phi_{x, y \otimes z}} & F(x \otimes (y \otimes z))
\end{array}
\]
• the following diagrams commute for any object $x \in C$:

\[
\begin{align*}
1 \otimes F(x) & \xrightarrow{\ell_{F(x)}} F(x) \\
\phi \otimes 1_{F(x)} & \phantom{\xrightarrow{}} \phantom{F(\ell_x)} \\
F(1) \otimes F(x) & \xrightarrow{\Phi_{1,x}} F(1 \otimes x) \\
F(x) \otimes 1 & \xrightarrow{r_{F(x)}} F(x) \\
1_{F(x)} \otimes \phi & \phantom{\xrightarrow{}} \phantom{F(r_x)} \\
F(x) \otimes F(1) & \xrightarrow{\Phi_{x,1}} F(x \otimes 1)
\end{align*}
\]

Note that we do not require $F$ to preserve the tensor product or unit on the nose. Instead, it is enough that it preserve them up to specified isomorphisms, which must in turn satisfy some plausible equations called coherence laws. This is typical of weakening.

A functor $F : C \rightarrow D$ between braided monoidal categories is braided monoidal if it is monoidal and it makes the following diagram commute for all $x, y \in C$:

\[
\begin{align*}
F(x) \otimes F(y) & \xrightarrow{B_{F(x),F(y)}} F(y) \otimes F(x) \\
\Phi_{x,y} & \phantom{\xrightarrow{F(\Gamma_{x,y})}} \\
F(x \otimes y) & \xrightarrow{F(B_{x,y})} F(y \otimes x)
\end{align*}
\]

This condition says that $F$ preserves the braiding as best it can, given the fact that it only preserves tensor products up to a specified isomorphism. A symmetric monoidal functor is just a braided monoidal functor that happens to go between symmetric monoidal categories. No extra condition is involved here.

Having defined monoidal, braided monoidal, and symmetric monoidal functors, let us next do the same for natural transformations. Recall that a monoidal functor $F : C \rightarrow D$ is really a triple $(F, \Phi, \phi)$ consisting of a functor $F$, a natural isomorphism $\Phi_{x,y} : F(x) \otimes F(y) \rightarrow F(x \otimes y)$, and an isomorphism $\phi : 1_D \rightarrow F(1_C)$. Suppose that $(F, \Phi, \phi)$ and $(G, \Gamma, \gamma)$ are monoidal functors from the monoidal category $C$ to the monoidal category $D$. Then, a natural transformation $\alpha : F \Rightarrow G$ is monoidal if the diagrams

\[
\begin{align*}
F(x) \otimes F(y) & \xrightarrow{\alpha_x \otimes \alpha_y} G(x) \otimes G(y) \\
\Phi_{x,y} & \phantom{\xrightarrow{G(\Gamma_{x,y})}} \\
F(x \otimes y) & \xrightarrow{\alpha_{x \otimes y}} G(x \otimes y)
\end{align*}
\]
commute. There are no extra conditions required of braided monoidal or symmetric monoidal natural transformations.

The reader, having suffered through these definitions, is entitled to see an application besides Joyal and Street’s algebraic description of the category of braids. At the end of our discussion of Mac Lane’s 1963 paper on monoidal categories, we said that in a certain sense, every monoidal category is equivalent to a strict one. Now we can make this precise! Suppose $C$ is a monoidal category. Then, there is a strict monoidal category $D$ that is monoidally equivalent to $C$. That is, there are monoidal functors $F: C \to D$, $G: D \to C$ and monoidal natural isomorphisms $\alpha: FG \Rightarrow 1_D$, $\beta: GF \Rightarrow 1_C$.

This result allows us to work with strict monoidal categories, even though most monoidal categories found in nature are not strict. We can take the monoidal category we are studying and replace it by a monoidally equivalent strict one. The same sort of result is true for braided monoidal and symmetric monoidal categories.

A similar result holds for bicategories. They are all equivalent to strict 2-categories; that is, bicategories in which all the associators and unitors are identity morphisms. However, the pattern breaks down when we get to tricategories because not every tricategory is equivalent to a strict 3-category! At this point, the necessity for weakening becomes clear.

1.3.22 Jones (1985)

A knot is a circle smoothly embedded in $\mathbb{R}^3$:

More generally, a link is a collection of disjoint knots. In topology, we consider two links to be the same, or isotopic, if we can deform one smoothly without its strands crossing until it looks like the other. Classifying links up to isotopy is a challenging task that has spawned many interesting theorems and conjectures. To prove these, topologists are always looking for link invariants—that is, quantities they can compute from a link, which are equal on isotopic links.

In 1985, Jones [104] discovered a new link invariant, now called the Jones polynomial. To everyone’s surprise, he defined this using some mathematics with no previously known connection to knot theory, which was the operator algebras developed in the
1930s by Murray and von Neumann [177] as part of a general formalism for quantum theory. Shortly thereafter, the Jones polynomial was generalized by many authors obtaining a large family of so-called quantum invariants of links.

Of all these new link invariants, the easiest to explain is the Kauffman bracket [118]. The Kauffman bracket can be thought of as a simplified version of the Jones polynomial. It is also a natural development of Penrose’s 1971 work on spin networks [119].

As we have seen, Penrose gave a recipe for computing a number from any spin network. The relevant case here is a spin network with only two edges meeting at each vertex and with every edge labeled by the spin $\frac{1}{2}$. For spin networks like this, we can compute the number by repeatedly using the binor identity,

$$\begin{array}{c}
\includegraphics{binor.png} \\
\includegraphics{binor.png} \\
\end{array} + \begin{array}{c}
\includegraphics{binor.png} \\
\end{array} = q + q^{-1}
$$

and this formula for the unknot:

$$\includegraphics{unknot.png} = -2$$

The Kauffman bracket obeys modified versions of these identities. These involve a parameter that we will call $q$:

$$\begin{array}{c}
\includegraphics{kauffman.png} \\
\includegraphics{kauffman.png} + \begin{array}{c}
\includegraphics{kauffman.png} \\
\end{array} = q + q^{-1}
$$

and

$$\includegraphics{kauffman.png} = -(q^2 + q^{-2})$$

Among knot theorists, identities of this sort are called skein relations.

Penrose’s original recipe is unable to detect linking or knotting because it also satisfies this identity:

$$\includegraphics{kauffman.png} = \includegraphics{kauffman.png}$$

coming from the fact that $\text{Rep}(\text{SU}(2))$ is a symmetric monoidal category. The Kauffman bracket arises from a more interesting braided monoidal category, the category of representations of the quantum group associated to $\text{SU}(2)$. This quantum group depends
on a parameter $q$, which conventionally is related to a quantity we are calling $q$ by a mildly annoying formula. To keep our story simple, we identify these two parameters.

When $q = 1$, the category of representations of the quantum group associated to SU(2) reduces to $\text{Rep}(\text{SU}(2))$, and the Kauffman bracket reduces to Penrose’s original recipe. At other values of $q$, this category is not symmetric, and the Kauffman bracket detects linking and knotting.

In fact, all of the quantum invariants of links discovered around this time turned out to come from braided monoidal categories—namely, categories of representations of quantum groups. When $q = 1$, these quantum groups reduce to ordinary groups, their categories of representations become symmetric, and the quantum invariants of links become boring.

A basic result in knot theory says that given diagrams of two isotopic links, we can get from one to the other by warping the page on which they are drawn, together with a finite sequence of steps where we change a small portion of the diagram. There are three such steps, called the first Reidemeister move:

\[
\begin{align*}
\text{first Reidemeister move:} & \\
\end{align*}
\]

\[
\text{the second Reidemeister move:}
\]

\[
\text{and the third Reidemeister move:}
\]

Kauffman gave a beautiful, purely diagrammatic argument that his bracket was invariant under the second and third Reidemeister moves. We leave it as a challenge to the reader to find this argument, which looks very simple after one has seen it. However the
a prehistory of $\mathcal{H}$-
$categorical physics$

bracket is not invariant under the first Reidemeister move, but it transforms in a simple way, as this calculation shows:

\[
\begin{align*}
\text{\includegraphics[width=0.5\textwidth]{diagram.png}} &= q \quad \text{\includegraphics[width=0.25\textwidth]{diagram.png}} + q^{-1} \quad \text{\includegraphics[width=0.25\textwidth]{diagram.png}} = -q^{-3}
\end{align*}
\]

where we used the skein relations and did a little algebra. So, while the Kauffman bracket is not an isotopy invariant of links, it comes close; we shall later see that it is an invariant of framed links, made from ribbons. And, with a bit of tweaking, it gives the Jones polynomial, which is an isotopy invariant.

This and other work by Kauffman helped elevate string diagram techniques from a curiosity to a mainstay of modern mathematics. His book *Knots and Physics* was especially influential in this respect [120]. Meanwhile, the work of Jones led researchers toward a wealth of fascinating connections between von Neumann algebras, higher categories, and quantum field theory in two- and three-dimensional spacetime.

1.3.23 Freyd–Yetter (1986)

Among the many quantum invariants of links that appeared after the Jones polynomial, one of the most interesting is the HOMFLY-PT polynomial, which, it later became clear, arises from the category of representations of the quantum group associated to $\text{SU}(n)$. This polynomial got its curious name because it was independently discovered by many mathematicians, some of whom teamed up to write a paper about it for the *Bulletin of the American Mathematical Society* in 1985: Freyd, Yetter, Hoste, Lickorish, Millet and Ocneanu [89]. The “PT” refers to Przytycki and Traczyk, who published separately [195].

Different authors of this article took different approaches. Freyd and Yetter’s approach is particularly germane to our story because they used a category in which morphisms are tangles. A tangle is a generalization of a braid that allows strands to double back and also allows closed loops:

\[
\text{\includegraphics[width=0.3\textwidth]{diagram.png}}
\]

So, a link is just a tangle with no strands coming in on top, and none leaving at the bottom. The advantage of tangles is that we can take a complicated link and chop it into simple pieces, which are tangles.

 Shortly after Freyd heard Street give a talk on braided monoidal categories and the category of braids, Freyd and Yetter found a similar purely algebraic description of the category of oriented tangles [88]. A tangle is oriented if each strand is equipped with a
smooth nowhere-vanishing field of tangent vectors, which we can draw as little arrows. We have already seen what an orientation is good for: it lets us distinguish between representations and their duals—or, in physics, particles and antiparticles.

There is a precisely defined but also intuitive notion of when two oriented tangles count as the same. Roughly speaking, this occurs whenever we can go from the first to the second by smoothly moving the strands without moving their ends or letting the strands cross. In this case, we say these oriented tangles are isotopic.

The category of oriented tangles has isotopy classes of oriented tangles as morphisms. We compose tangles by sticking one on top of the other. Just like Joyal and Street’s category of braids, Tang is a braided monoidal category, where we tensor tangles by placing them side by side, and the braiding is defined using the fact that a braid is a special sort of tangle.

In fact, Freyd and Yetter gave a purely algebraic description of the category of oriented tangles as a compact braided monoidal category. Here, a monoidal category $\mathcal{C}$ is compact if every object $x \in \mathcal{C}$ has a dual; that is, an object $x^*$ together with morphisms called the unit

\[
i_x : x \otimes x^* \to 1
\]

and the counit

\[
\epsilon_x : x^* \otimes x \to 1
\]

satisfying the zig-zag identities

We have already seen these identities in our discussion of Penrose’s work. Indeed, some classic examples of compact symmetric monoidal categories include $\text{FinVect}$, where $x^*$ is the usual dual of the vector space $x$, and $\text{Rep}(K)$ for any compact Lie group $K$, where $x^*$ is the dual of the representation $x$. But the zig-zag identities clearly hold in the category of oriented tangles, too, and this example is braided but not symmetric.
There are some important subtleties that our sketch has overlooked so far. For example, for any object $x$ in a compact braided monoidal category, this string diagram describes an isomorphism $d_x : x \rightarrow x^{**}$:

![String diagram](image)

But if we think of this diagram as an oriented tangle, it is isotopic to a straight line. This suggests that $d_x$ should be an identity morphism. To implement this idea, Freyd and Yetter used braided monoidal categories where each object has a chosen dual, and this equation holds: $x^{**} = x$. Then they imposed the equation $d_x = 1_x$, which says that

![Equation](image)

This seems sensible, but in category theory, it is always dangerous to impose equations between objects, like $x^{**} = x$. Indeed, the danger becomes clear when we remember that Penrose's spin networks violate this rule. Instead, they satisfy

![Equation](image)

The Kauffman bracket violates the rule in an even more complicated way. As mentioned in our discussion of Jones’s 1985 paper, the Kauffman bracket satisfies

![Equation](image)
So, although Freyd and Yetter’s theorem is correct, it needs some fine-tuning to cover all the interesting examples.

For this reason, Street’s student Shum \[219\] considered tangles where each strand is equipped with both an orientation and a \textit{framing}—a nowhere vanishing smooth field of unit normal vectors. We can draw a framed tangle as made of ribbons, where one edge of each ribbon is black and the other is red. The black edge is the actual tangle, and the normal vector field points from the black edge to the red edge. But in string diagrams, we usually avoid drawing the framing by using a standard choice, the \textit{blackboard framing}, where the unit normal vector points at right angles to the page, toward the reader.

There is an evident notion of when two framed oriented tangles count as the same, or isotopic. Any such tangle is isotopic to one where we use the blackboard framing, so we lose nothing by making this choice. And, with this choice, the following framed tangles are not isotopic:

\[
\begin{array}{c}
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{framing1.png}
\end{array}
\end{array}
\]

The problem is that if we think of these tangles as ribbons and pull the left one tight, it has a 360-degree twist in it.

What is the framing good for in physics? The preceding picture is the answer. We can think of each tangle as a physical process involving particles. The presence of the framing means that the left-hand process is topologically different from the right-hand process, in which a particle just sits there unchanged.

This is worth pondering in more detail. Consider the left-hand picture:

\[
\begin{array}{c}
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{framing2.png}
\end{array}
\end{array}
\]

Reading this from top to bottom, it starts with a single particle. Then, a virtual particle–antiparticle pair is created on the left. Then, the new virtual particle and the original particle switch places by moving clockwise around each other. Finally, the original particle and its antiparticle annihilate each other. So this is all about a particle that switches places with a copy of itself.

But we can also think of this picture as a ribbon. If we pull it tight, we get a ribbon that is topologically equivalent—that is, isotopic. It has a 360-degree clockwise twist.
This describes a particle that rotates a full turn:

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram.png}
\end{array}
= \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram.png}
\end{array}
\]

So, as far as topology is concerned, we can express the concept of rotating a single particle a full turn in terms of switching two identical particles—at least, in situations where creation and annihilation of particle–antiparticle pairs are possible. This fact is quite remarkable. As emphasized by Feynman [82], it lies at the heart of the famous “spin-statistics theorem” in quantum field theory. We have already seen that in theories of physics where spacetime is four-dimensional, the phase of a particle is multiplied by either 1 or \(-1\) when we rotate it a full turn: 1 for bosons, \(-1\) for fermions. The spin-statistics theorem says that switching two identical copies of this particle has the same effect on their phase: 1 for bosons, \(-1\) for fermions.

The story becomes even more interesting in theories of physics where spacetime is three-dimensional. In this situation, space is two-dimensional, so we can distinguish between clockwise and counterclockwise rotations. Now, the spin-statistics theorem says that rotating a single particle a full turn clockwise gives the same phase as switching two identical particles of this type by moving them clockwise around each other. Rotating a particle a full turn clockwise need not have the same effect as rotating it counterclockwise, so this phase need not be its own inverse. In fact, it can be any unit complex number. This allows for exotic particles that are neither bosons nor fermions. In 1982, such particles were dubbed anyons by Frank Wilczek [242].

Anyons are not just mathematical curiosities. Superconducting thin films appear to be well described by theories in which the dimension of spacetime is three: two dimensions for the film, one for time. In such films, particle-like excitations arise, which act like anyons to a good approximation. The presence of these quasiparticles causes the film to respond in a surprising way to magnetic fields when current is running through it. This is called the fractional quantum Hall effect [78].

In 1983, Robert Laughlin [142] published an explanation of the fractional quantum Hall effect in terms of anyonic quasiparticles. He won the Nobel Prize for this work in 1998, along with Horst Störmer and Daniel Tsui, who observed this effect in the laboratory [95]. By now, we have an increasingly good understanding of anyons in terms of a quantum field theory called Chern–Simons theory, which also explains knot invariants such as the Kauffman bracket. (For more on this, see our discussion of Witten’s 1989 paper on Chern–Simons theory.)

But we are getting ahead of ourselves! Let us return to the work of Shum. She constructed a category in which the objects are finite collections of oriented points in the unit square. By “oriented,” we mean that each point is labeled either \(x\) or \(x^*\). We call a point labeled by \(x\) positively oriented, and one labeled by \(x^*\) negatively oriented. The morphisms in Shum’s category are isotopy classes of framed oriented tangles. As usual, composition is defined by gluing the top of one tangle to the bottom of the other. We shall call this category \(1\mathcal{T}ang_2\). The reason for this curious notation is that the
tangles themselves have dimension 1, but they live in a space—or spacetime, if you prefer—of dimension $1 + 2 = 3$. The number 2 is called the codimension. It turns out that varying these numbers leads to some very interesting patterns.

Shum’s theorem gives a purely algebraic description of $1\text{Tang}_2$ in terms of ribbon categories. We have already seen that in a compact braided monoidal category $C$, every object $x \in C$ comes equipped with an isomorphism to its double dual, which we denoted $d_x : x \to x^{**}$. A ribbon category is a compact braided monoidal category in which each object $x$ is also equipped with another isomorphism, $c_x : x^{**} \to x$, which must satisfy a short list of axioms. We call this a ribbon structure. Composing this ribbon structure with $d_x$, we get an isomorphism

$$b_x = c_x d_x : x \to x.$$  

Now, the point is that we can draw a string diagram for $b_x$, which is very much like the diagram for $d_x$, but with $x$ as the output instead of $x^{**}$:

This is the composite of $d_x$ which we know how to draw, and $c_x$, which we leave invisible, given that we do not know how to draw it.

In modern language, Shum’s theorem says that $1\text{Tang}_2$ is the free-ribbon category on one object—namely, the positively oriented point, $x$. The definition of ribbon category is designed to make it obvious that $1\text{Tang}_2$ is a ribbon category. But in what sense is it free on one object? For this, we define a ribbon functor to be a braided monoidal functor between ribbon categories that preserves the ribbon structure. Then, the statement is this. First, given any ribbon category $C$ and any object $c \in C$, there is a ribbon functor $Z : 1\text{Tang}_2 \to C$ such that

$$Z(x) = c.$$  

Second, $Z$ is unique up to a braided monoidal natural isomorphism.

For a thorough account of Shum’s theorem and related results, see Yetter’s book [247]. We emphasized some technical aspects of this theorem because they are rather strange. As we shall see, the theme of $n$-categories with duals becomes increasingly important as our history winds to its conclusion, but duals remain a bit mysterious. Shum’s theorem is the first hint of this. To avoid the equation between objects $x^{**} = x$, it seems we are forced to introduce an isomorphism $c_x : x^{**} \to x$ with no clear interpretation as a string diagram. We will see similar mysteries later.

Shum’s theorem should remind the reader of Joyal and Street’s theorem stating that Braid is the free braided monoidal category on one object. They are the first in a long line of results that describe interesting topological structures as free structures on one
object, which often corresponds to a point. This idea has been dubbed “the primacy of the point.”

1.3.24 Drinfel’d (1986)

In 1986, Vladimir Drinfel’d won the Fields Medal for his work on quantum groups [71]. This was the culmination of a long line of work on exactly solvable problems in low-dimensional physics, which we can only briefly sketch.

Back in 1926, Heisenberg [101] considered a simplified model of a ferromagnet like iron, consisting of spin-$\frac{1}{2}$ particles—electrons in the outermost shell of the iron atoms—sitting in a cubical lattice and interacting only with their nearest neighbors. In 1931, Bethe [35] proposed an ansatz that let him exactly solve for the eigenvalues of the Hamiltonian in Heisenberg’s model, at least in the even simpler case of a one-dimensional crystal. This was subsequently generalized by Onsager [178], C. N. and C. P. Yang [246], Baxter [30], and many others.

The key turns out to be something called the Yang–Baxter equation. It is easiest to understand this in the context of two-dimensional quantum field theory. Consider a Feynman diagram in which two particles come in and two go out:

This corresponds to some operator

$$B : H \otimes H \to H \otimes H$$

where $H$ is the Hilbert space of states of the particle. It turns out that the physics simplifies immensely, leading to exactly solvable problems, if:

This says we can slide the lines around in a certain way without changing the operator described by the Feynman diagram. In terms of algebra:

$$(B \otimes 1)(1 \otimes B)(B \otimes 1) = (1 \otimes B)(B \otimes 1)(1 \otimes B).$$

This is the Yang–Baxter equation; it makes sense in any monoidal category.

In their 1985 paper, Joyal and Street noted that given any object $x$ in a braided monoidal category, the braiding

$$B_{x,x} : x \otimes x \to x \otimes x$$
is a solution of the Yang–Baxter equation. If we draw this equation using string diagrams, it looks like the third Reidemeister move in knot theory:

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{reidemeister_move}\quad=\quad\includegraphics[width=0.2\textwidth]{reidemeister_move}
\end{array}
\]

Joyal and Street also showed that given any solution of the Yang–Baxter equation in any monoidal category, we can build a braided monoidal category.

Mathematical physicists enjoy exactly solvable problems, so after the work of Yang and Baxter, a kind of industry developed, devoted to finding solutions of the Yang–Baxter equation. The Russian school, led by Faddeev, Sklyanin, Takhtajan, and others, was especially successful [79]. Eventually, Drinfel’d discovered how to get solutions of the Yang–Baxter equation from any simple Lie algebra. The Japanese mathematician Jimbo did this as well, at about the same time [103].

What they discovered was that the universal enveloping algebra \( U_\mathfrak{g} \) of any simple Lie algebra \( \mathfrak{g} \) can be deformed in a manner depending on a parameter \( q \), giving a one-parameter family of Hopf algebras \( U_q \mathfrak{g} \). Given that Hopf algebras are mathematically analogous to groups, and in some physics problems, the parameter \( q \) is related to Planck’s constant \( \hbar \) by \( q = e^{\hbar} \), the Hopf algebras \( U_q \mathfrak{g} \) are called quantum groups. There is, by now, an extensive theory of these [42, 121, 158].

Moreover, these Hopf algebras have a special property implying that any representation of \( U_q \mathfrak{g} \) on a vector space \( V \) comes equipped with an operator

\[
B : V \otimes V \to V \otimes V
\]

satisfying the Yang–Baxter equation. We shall say more about this in our discussion of a 1989 paper by Reshetikhin and Turaev [200].

This work led to a far more thorough understanding of exactly solvable problems in two-dimensional quantum field theory [77]. It was also the first big, explicit intrusion of category theory into physics. As we shall see, Drinfel’d’s constructions can be nicely explained in the language of braided monoidal categories. This led to the widespread adoption of this language, which was then applied to other problems in physics. Everything beforehand looks category-theoretic in retrospect.

1.3.25 Segal (1988)

In an attempt to formalize some of the key mathematical structures underlying string theory, Graeme Segal [214] proposed axioms describing a conformal field theory. \textit{Roughly}, these say that it is a symmetric monoidal functor

\[
Z : 2\text{Cob}_\mathbb{C} \to \text{Hilb}
\]
with some nice extra properties. Here, $\text{2Cob}_C$ is the category whose morphisms are string worldsheets, like this:

![Diagram of a string worldsheet]

We compose these morphisms by gluing them end to end, like this:

![Diagram of composed string worldsheets]

A bit more precisely, an object of $\text{2Cob}_C$ is a union of parametrized circles, and a morphism $M : S \to S'$ is a two-dimensional cobordism equipped with some extra structure. Here, an $n$-dimensional cobordism is roughly an $n$-dimensional compact oriented manifold with boundary, $M$, whose boundary has been written as the disjoint union of two $(n-1)$-dimensional manifolds $S$ and $S'$, called the source and target.

In the case of $\text{2Cob}_C$, we need these cobordisms to be equipped with a conformal structure and a parametrization of each boundary circle. The parametrization lets us give the composite of two cobordisms a conformal structure built from the conformal structures on the two parts.

In fact, we are glossing over many subtleties here; we hope this sketch gets the idea across. In any event, $\text{2Cob}_C$ is a symmetric monoidal category, where we tensor objects or morphisms by setting them side by side:

![Diagram of tensor product]

Similarly, $\text{Hilb}$ is a symmetric monoidal category with the usual tensor product of Hilbert spaces. A basic rule of quantum physics is that the Hilbert space for a disjoint union of two physical systems should be the tensor product of their Hilbert spaces. This suggests that a conformal field theory, viewed as a functor $Z : \text{2Cob}_C \to \text{Hilb}$,
should preserve tensor products—at least up to a specified isomorphism. So we should demand that $Z$ be a monoidal functor. A bit more reflection along these lines leads us to demand that $Z$ be a symmetric monoidal functor.

There is more to the full definition of a conformal field theory than merely a symmetric monoidal functor $Z: 2\text{Cob}_C \to \text{Hilb}$. For example, we also need a positive-energy condition reminiscent of the condition we already met for representations of the Poincaré group. Indeed, there is a profusion of different ways to make the idea of conformal field theory precise, starting with Segal’s original definition. But the different approaches are nicely related, and the subject of conformal field theory is full of deep results, interesting classification theorems, and applications to physics and mathematics. A good introduction is the book by Di Francesco, Mathieu, and Senechal [65].

### 1.3.26 Atiyah (1988)

Shortly after Segal proposed his definition of conformal field theory, Atiyah [5] modified it by dropping the conformal structure and allowing cobordisms of an arbitrary fixed dimension. He called the resulting structure a *topological quantum field theory*, or TQFT for short. One of his goals was to formalize some work by Witten [243] on invariants of four-dimensional manifolds coming from a quantum field theory, sometimes called the *Donaldson theory*, which is related to Yang–Mills theory. These invariants have led to a revolution in our understanding of four-dimensional topology—but, ironically, Donaldson theory has never been successfully dealt with using Atiyah’s axiomatic approach. We will say more about this in our discussion of Crane and Frenkel’s 1994 paper. For now, let us simply explain Atiyah’s definition of a TQFT.

In modern language, an *n-dimensional TQFT* is a symmetric monoidal functor

$$Z: n\text{Cob} \to \text{FinVect}. $$

Here, FinVect stands for the category of finite-dimensional complex vector spaces and linear operators between them; $n\text{Cob}$ is the category with:

- compact oriented $(n-1)$-dimensional manifolds as objects
- oriented $n$-dimensional cobordisms as morphisms

Taking the disjoint union of manifolds makes $n\text{Cob}$ into a monoidal category. The braiding in $n\text{Cob}$ can be drawn like this:

![Braiding in nCob](image)

but, because we are interested in abstract cobordisms, not embedded in any ambient space, this braiding will be symmetric.
Physically, a TQFT describes a featureless universe that looks *locally* the same in every state. In such an imaginary universe, the only way to distinguish different states is by doing global observations—such as, by carrying a particle around a noncontractible loop in space. Thus, TQFTs appear to be very simple toy models of physics that ignore most of the interesting features of what we see around us. It is precisely for this reason that TQFTs are more tractable than full-fledged quantum field theories. In what follows, we shall spend quite a bit of time explaining how TQFTs are related to $n$-categories. If $n$-categorical physics is ever to blossom, we must someday go further. There are some signs that this may be starting [212], but attempting to discuss this would lead us out of our prehistory.

Mathematically, the study of TQFTs quickly leads to questions involving duals. In our explanation of the work of Freyd and Yetter, we mentioned compact monoidal categories, where every object has a dual. One can show that $n\text{Cob}$ is compact, with the dual $x^*$ of an object $x$ being the same manifold equipped with the opposite orientation. Similarly, $\text{FinVect}$ is compact with the usual notion of dual for vector spaces. The categories $\text{Vect}$ and $\text{Hilb}$ are not compact because we can always define the dimension of an object in a compact braided monoidal category by

\[
\delta_i^j = \dim(H)
\]

but this diverges for an infinite-dimensional vector space, or Hilbert space. As we have seen, the infinities that plague ordinary quantum field theory arise from this fact.

As a category, $\text{FinVect}$ is equivalent to $\text{FinHilb}$, the category of finite-dimensional complex Hilbert spaces and linear operators. However, $\text{FinHilb}$ and also $\text{Hilb}$ have something in common with $n\text{Cob}$ that $\text{Vect}$ lacks: they have duals for morphisms. In $n\text{Cob}$, given a morphism

\[
\begin{align*}
S & \quad \Rightarrow \quad S' \\
M & \quad \Rightarrow \quad S'
\end{align*}
\]

we can reverse its orientation and switch its source and target to obtain a morphism going backwards in time:
Similarly, given a linear operator $T : H \to H'$ between Hilbert spaces, we can define an operator $T^\dagger : H' \to H$ by demanding that

$$\langle T^\dagger \phi, \psi \rangle = \langle \phi, T \psi \rangle$$

for all vectors $\psi \in H, \phi \in H'$.

Isolating the common properties of these constructions, we say a category has duals for morphisms if, for any morphism $f : x \to y$, there is a morphism $f^\dagger : y \to x$ such that

$$(f^\dagger)^\dagger = f, \quad (fg)^\dagger = g^\dagger f^\dagger, \quad 1^\dagger_x = 1_x.$$

We then say morphism $f$ is unitary if $f^\dagger$ is the inverse of $f$. In the case of Hilb, this is just a unitary operator in the usual sense.

As we have seen, symmetries in quantum physics are described not just by group representations on Hilbert spaces but also by unitary representations. This is a hint of the importance of duals for morphisms in physics. We can always think of a group $G$ as a category with one object and with all morphisms invertible. This becomes a category with duals for morphisms by setting $g^\dagger = g^{-1}$ for all $g \in G$. A representation of $G$ on a Hilbert space is the same as a functor $\rho : G \to \mathrm{Hilb}$, and this representation is unitary precisely when

$$\rho(g^\dagger) = \rho(g)^\dagger.$$

The same sort of condition shows up in many other contexts in physics. So, quite generally, given any functor $F : C \to D$ between categories with duals for morphisms, we say $F$ is unitary if $F(f^\dagger) = (F(f))^\dagger$ for every morphism in $C$. It turns out that the physically most interesting TQFTs are the unitary ones, which are unitary symmetric monoidal functors

$$Z : n\text{Cob} \to \text{FinHilb}.$$

Although categories with duals for morphisms play a crucial role in this definition, the 1989 article by Doplicher and Roberts [70], and also the 1995 paper by Baez and Dolan [11], they seem to have been a bit neglected by category theorists until 2005, when Selinger [218] introduced them under the name of dagger categories as part of his work on the foundations of quantum computation. Perhaps one reason for this neglect is that their definition implicitly involves an equation between objects—something normally shunned in category theory.

To see this equation between objects explicitly, note that a category with duals for morphisms, or dagger category, may be defined as a category $C$ equipped with a contravariant functor, $\dagger : C \to C$ such that

$$\dagger^\dagger = 1_C$$

and $x^\dagger = x$ for every object $x \in C$. Here, by a contravariant functor, we mean one that reverses the order of composition; this is just a way of saying that $(fg)^\dagger = g^\dagger f^\dagger$.

Contravariant functors are well accepted in category theory, but it raises eyebrows to impose equations between objects, like $x^\dagger = x$. This is not just a matter of fashion. Such equations cause real trouble. If $C$ is a dagger category, and $F : C \to D$ is an equivalence of categories, we cannot use $F$ to give $D$ the structure of a dagger category, precisely
because of this equation. Nonetheless, the concept of dagger category seems crucial in quantum physics. So there is a tension that remains to be resolved here.

The reader may note that this is not the first time an equation between objects has obtruded in the study of duals. We have already seen one in our discussion of Freyd and Yetter’s 1986 paper. In that case, the problem involved duals for objects rather than morphisms. And in that case, Shum found a way around the problem. When it comes to duals for morphisms, no comparable fix is known. However, in our discussion of the Doplicher and Roberts 1989 paper, we see that the two problems are closely connected.

1.3.27 Dijkgraaf (1989)

Shortly after Atiyah defined TQFTs, Dijkgraaf gave a purely algebraic characterization of two-dimensional TQFTs in terms of commutative Frobenius algebras [67].

Recall that a two-dimensional TQFT is a symmetric monoidal functor $Z : 2Cob \to Vect$. An object of $2Cob$ is a compact oriented one-dimensional manifold—a disjoint union of copies of the circle $S^1$. A morphism of $2Cob$ is a two-dimensional cobordism between such manifolds. Using Morse theory, we can chop any two-dimensional cobordism $M$ into elementary building blocks that contain only a single critical point. These are called the birth of a circle, the upside-down pair of pants, the death of a circle and the pair of pants:

![Diagram of Morse theory critical points]

Every two-dimensional cobordism is built from these by composition, tensoring, and the other operations present in any symmetric monoidal category. So we say that $2Cob$ is generated as a symmetric monoidal category by the object $S^1$ and these morphisms. Moreover, we can list a complete set of relations that these generators satisfy:

(1.1)

(1.2)

(1.3)

(1.4)
2Cob is completely described as a symmetric monoidal category by means of these generators and relations.

Applying the functor $Z$ to the circle gives a vector space $F = Z(S^1)$, and applying it to the following cobordisms gives certain linear maps:

\[
i: \mathbb{C} \to F \quad m: F \otimes F \to F \quad \varepsilon: F \to \mathbb{C} \quad \Delta: F \to F \otimes F
\]

This means that our two-dimensional TQFT is completely determined by choosing a vector space $F$ equipped with linear maps $i, m, \varepsilon, \Delta$ satisfying the relations drawn as the preceding pictures.

Surprisingly, all this stuff amounts to a well-known algebraic structure, a commutative Frobenius algebra. For starters, Equation 1.1

\[
F \otimes F \otimes F \\
\downarrow 1_F \otimes m \\
F \otimes F \\
\downarrow \mu \\
F
\]

says that the map $m$ defines an associative multiplication on $F$. The second relation says that the map $i$ gives a unit for the multiplication on $F$. This makes $F$ into an algebra. The upside-down versions of these relations appearing in Equation 1.2 say that $F$ is also a coalgebra. An algebra that is also a coalgebra, where the multiplication and comultiplication are related by Equation 1.3, is called a Frobenius algebra. Finally, Equation 1.4 is the commutative law for multiplication.

In 1996, Abrams [1] was able to construct a category of two-dimensional TQFTs and prove that it is equivalent to the category of commutative Frobenius algebras. This makes precise the sense in which a two-dimensional topological quantum field theory is a commutative Frobenius algebra. It implies that when one has a commutative Frobenius algebra in the category FinVect, one immediately gets a symmetric monoidal functor $Z: 2\text{Cob} \to \text{Vect}$; hence, a two-dimensional TQFT. This perspective is explained in great detail in the book by Kock [124].

In modern language, the essence of Abrams’s result is contained in the following theorem: 2Cob is the free symmetric monoidal category on a commutative Frobenius algebra. To make this precise, we first define a commutative Frobenius algebra in any symmetric monoidal category, using the same diagrams shown herein. Next, suppose $C$ is any symmetric monoidal category and $c \in C$ is a commutative Frobenius algebra in $C$. Then, first there exists a symmetric monoidal functor

\[Z: 2\text{Cob} \to C\]

with

\[Z(S^1) = c\]

and such that $Z$ sends the multiplication, unit, cocomultiplication, and counit for $S^1$ to those for $c$. Second, $Z$ is unique up to a symmetric monoidal natural isomorphism.
This result should remind the reader of Joyal and Street’s algebraic characterization of the category of braids and Shum’s characterization of the category of framed oriented tangles. It is a bit more complicated because the circle is a bit more complicated than the point. The idea of an extended TQFT, which we shall describe later, strengthens the concept of a TQFT so as to restore the “primacy of the point.”

1.3.28 Doplicher–Roberts (1989)

In 1989, Sergio Doplicher and John Roberts published a paper [69] showing how to reconstruct a compact topological group \( K \)—for example, a compact Lie group—from its category of finite-dimensional continuous unitary representations, \( \text{Rep}(K) \). They then used this to show one could start with a fairly general quantum field theory and compute its gauge group instead of putting the group in by hand [70].

To do this, they actually needed some extra structure on \( \text{Rep}(K) \). For our purposes, the most interesting thing they needed was its structure as a symmetric monoidal category with duals. Let us define this concept.

In our discussion of Atiyah’s 1988 paper on TQFTs [5], we explained what it means for a category to be a dagger category or to have duals for morphisms. When such a category is equipped with extra structure, it makes sense to demand that this extra structure be compatible with this duality. For example, we can demand that an isomorphism \( f : x \to y \) be unitary, meaning

\[
f^\dagger f = 1_x, \quad ff^\dagger = 1_y.
\]

So, we say a monoidal category \( C \) has duals for morphisms if its underlying category has duals for morphisms, the duality preserves the tensor product,

\[
(f \otimes g)^\dagger = f^\dagger \otimes g^\dagger
\]

and, moreover, all the relevant isomorphisms are unitary (the associators \( a_{x,y,z} \), and the left and right unitors \( \ell_x \) and \( r_x \)). We say a braided or symmetric monoidal category has duals for morphisms if all of these conditions hold and in addition the braiding \( B_{x,y} \) is unitary. There is an easy way to make \( 1\text{Tang}_2 \) into a braided monoidal category with duals for morphisms. Both \( n\text{Cob} \) and \( \text{FinHilb} \) are symmetric monoidal categories with duals for morphisms.

Besides duals for morphisms, we may consider duals for objects. In our discussion of Freyd and Yetter’s 1986 work, we said a monoidal category has duals for objects, or is compact, if for each object \( x \), there is an object \( x^* \) together with a unit \( i_x : 1 \to x \otimes x^* \) and counit \( e_x : x^* \otimes x \to 1 \) satisfying the zig-zag identities.

Now, suppose that a braided monoidal category has both duals for morphisms and duals for objects. Then, there is yet another compatibility condition we can—and should—demand. Any object has a counit, shaped like a cup:
and taking the dual of this morphism, we get a kind of cap:

```
          1
  \downarrow  i_x
x^* \otimes x
```

Combining these with the braiding, we get a morphism like this:

```
               x
               \downarrow
 \bigcirc
               \downarrow
               x
```

This looks just like the morphism \( b_x : x \to x \) that we introduced in our discussion of Freyd and Yetter’s 1989 article [88]—only now it is the result of combining duals for objects and duals for morphisms! Some string diagram calculations suggest that \( b_x \) should be unitary. So, we say a braided monoidal category has duals if it has duals for objects, duals for morphisms, and the twist isomorphism \( b_x : x \to x \), constructed as shown previously, is unitary for every object \( x \).

In a symmetric monoidal category with duals, one can show that \( b_x^2 = 1_x \). In physics, this leads to the boson/fermion distinction mentioned earlier because a boson is any particle that remains unchanged when rotated a full turn, whereas a fermion is any particle whose phase gets multiplied by \(-1\) when rotated a full turn. Both \( nCob \) and \( Hilb \) are symmetric monoidal categories with duals, and both are bosonic in the sense that \( b_x = 1_x \) for every object. The same is true for \( \text{Rep}(K) \) for any compact group \( K \). This features prominently in the paper by Doplicher and Roberts.

In recent years, interest has grown in understanding the foundations of quantum physics with the help of category theory. One reason is that in theoretical work on quantum computation, there is a fruitful overlap between the category theory used in quantum physics and that used in computer science. In a 2004 paper on this subject, Abramsky and Coecke [2] introduced symmetric monoidal categories with duals under the name of strongly compact closed categories. These entities were later dubbed dagger compact categories by Selinger [218], and this name seems to have caught on. What we are calling symmetric monoidal categories with duals for morphisms, he calls dagger symmetric monoidal categories.

### 1.3.29 Reshetikhin–Turaev (1989)

We have mentioned how Jones’s discovery (in 1985) of a new invariant of knots led to a burst of work on related invariants. Eventually, it was found that all of these so-called quantum invariants of knots can be derived in a systematic way from quantum groups. A particularly clean treatment using braided monoidal categories can be found in a paper by Nikolai Reshetikhin and Vladimir Turaev [199]. This is a good point to summarize a bit of the theory of quantum groups in its modern form.
The first thing to realize is that a quantum group is not a group; it is a special sort of algebra. What quantum groups and groups have in common is that their categories of representations have similar properties. The category of finite-dimensional representations of a group is a symmetric monoidal category with duals for objects. The category of finite-dimensional representations of a quantum group is a braided monoidal category with duals for objects.

As we saw in our discussion of Freyd and Yetter’s 1986 work, the category $\text{Tang}_2$ of tangles in three dimensions is the free braided monoidal category with duals on one object $x$. So, if $\text{Rep}(A)$ is the category of finite-dimensional representations of a quantum group $A$, any object $V \in \text{Rep}(A)$ determines a braided monoidal functor

$$Z : \text{Tang}_2 \to \text{Rep}(A)$$

with

$$Z(x) = V.$$

This functor gives an invariant of tangles—namely, a linear operator for every tangle and, in particular, a number for every knot or link.

So what sort of algebra has representations that form a braided monoidal category with duals for objects? This turns out to be one of a family of related questions with related answers. The more extra structure we put on an algebra, the nicer its category of representations becomes:

<table>
<thead>
<tr>
<th>Algebra</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bialgebra</td>
<td>Monoidal category</td>
</tr>
<tr>
<td>Quasitriangular bialgebra</td>
<td>Braided monoidal category</td>
</tr>
<tr>
<td>Triangular bialgebra</td>
<td>Symmetric monoidal category</td>
</tr>
<tr>
<td>Hopf algebra</td>
<td>Monoidal category</td>
</tr>
<tr>
<td></td>
<td>with duals for objects</td>
</tr>
<tr>
<td>Quasitriangular Hopf algebra</td>
<td>Braided monoidal category</td>
</tr>
<tr>
<td></td>
<td>with duals for objects</td>
</tr>
<tr>
<td>Triangular Hopf algebra</td>
<td>Symmetric monoidal category</td>
</tr>
<tr>
<td></td>
<td>with duals for objects</td>
</tr>
</tbody>
</table>

Algebras and their categories of representations.

For each sort of algebra $A$ in the left-hand column, its category of representations $\text{Rep}(A)$ becomes a category of the sort listed in the right-hand column. In particular, a quantum group is a kind of quasitriangular Hopf algebra.

In fact, the correspondence between algebras and their categories of representations works both ways. Under some mild technical assumptions, we can recover $A$ from $\text{Rep}(A)$ together with the forgetful functor $F : \text{Rep}(A) \to \text{Vect}$ sending each representation to its underlying vector space. The theorems guaranteeing this are called Tannaka–Krein reconstruction theorems [109]. They are reminiscent of the Doplicher–Roberts reconstruction theorem, which allows us to recover a compact topological group $G$ from its category of representations. However, they are easier to prove, and they came earlier.
So someone who strongly wishes to avoid learning about quasitriangular Hopf algebras can get away with it, at least for a while, if they know enough about braided monoidal categories with duals for objects. The latter subject is ultimately more fundamental. Nonetheless, it is very interesting to see how the correspondence between algebras and their categories of representations works. So let us sketch how any bialgebra has a monoidal category of representations and then give some examples coming from groups and quantum groups.

First, recall that an algebra is a vector space $A$ equipped with an associative multiplication

$$m: A \otimes A \to A$$

$$a \otimes b \mapsto ab$$

together with an element $1 \in A$ satisfying the left and right unit laws, $1a = a = a1$ for all $a \in A$. We can draw the multiplication using a string diagram:

![String diagram for multiplication](image)

We can also describe the element $1 \in A$ using the unique operator $i: \mathbb{C} \to A$ that sends the complex number 1 to $1 \in A$. Then, we can draw this operator using a string diagram:

![String diagram for unit](image)

In this notation, the associative law looks like this:

![String diagram for associative law](image)

whereas the left and right unit laws look like this:

![String diagram for unit laws](image)
A representation of an algebra is a lot like a representation of a group, except that instead of writing $\rho(g)v$ for the action of a group element $g$ on a vector $v$, we write $\rho(a \otimes v)$ for the action of an algebra element $a$ on a vector $v$. More precisely, a representation of an algebra $A$ is a vector space $V$ equipped with an operator

$$\rho : A \otimes V \to V$$

satisfying these two laws:

$$\rho(1 \otimes v) = v, \quad \rho(ab \otimes v) = \rho(a \otimes \rho(b \otimes v)).$$

Using string diagrams, we can draw $\rho$ as follows:

```
  ρ
```

Note that wiggly lines refer to the object $A$ and straight lines refer to $V$. Then, the two laws obeyed by $\rho$ look very much like associativity and the left unit law:

```
  m
  ρ = ρ

  i
  ρ = ρ
```

To make the representations of an algebra into the objects of a category, we must define morphisms between them. Given two algebra representations—say, $\rho : A \otimes V \to V$ and $\rho' : A \otimes V' \to V'$—we define an intertwining operator $f : V \to V'$ to be a linear operator such that

$$f(\rho(a \otimes v)) = \rho'(a \otimes f(v)).$$

This closely resembles the definition of an intertwining operator between group representations. It says that acting by $a \in A$ and then applying the intertwining operator is the same as applying the intertwining operator and then acting by $a$.

With these definitions, we obtain a category $\text{Rep}(A)$ with finite-dimensional representations of $A$ as objects and intertwining operators as morphisms. However, unlike
group representations, there is no way, in general, to define the tensor product of algebra representations! For this, we need $A$ to be a bialgebra. To understand what this means, first recall from our discussion of Dijkgraaf’s 1989 thesis that a coalgebra is just like an algebra, only upside down. More precisely, it is a vector space equipped with a comultiplication:

$$\Delta$$

and the counit:

$$\varepsilon$$

satisfying the coassociative law:

$$\Delta \circ \Delta = \Delta \circ \Delta$$

and left/right counit laws:

$$\Delta \circ \varepsilon = \varepsilon \circ \Delta$$

A bialgebra is a vector space equipped with an algebra and coalgebra structure that are compatible in a certain way. We have already seen that a Frobenius algebra is both an algebra and a coalgebra, with the multiplication and comultiplication obeying the compatibility conditions in Equation 1.3. A bialgebra obeys different compatibility conditions. These can be drawn using string diagrams, but it is more enlightening to note that they are precisely the conditions we need to make the category of representations of an algebra $A$ into a monoidal category. The idea is that the comultiplication
Δ: A → A ⊗ A lets us duplicate an element A so that it can act on both factors in a tensor product of representations, say ρ and ρ′:

![Diagram showing Δ and ρ, ρ′]

This gives \( \text{Rep}(A) \) a tensor product. Similarly, we use the counit to let A act on \( \mathbb{C} \) as follows:

![Diagram showing ε and C]

We can then write down equations saying that \( \text{Rep}(A) \) is a monoidal category with the same associator and unitors as in \( \text{ Vect} \), and with \( \mathbb{C} \) as its unit object. These equations are then the definition of bialgebra.

As we have seen, the category of representations of a compact Lie group \( K \) is also a monoidal category. In this sense, bialgebras are a generalization of such groups. Indeed, there is a way to turn any group of this sort into a bialgebra \( A \), and when the group is simply connected, this bialgebra has an equivalent category of representations,

\[
\text{Rep}(K) \simeq \text{Rep}(A).
\]

So, as far as its representations are concerned, there is really no difference. But a big advantage of bialgebras is that we can often deform them to obtain new bialgebras that do not come from groups.

The most important case is when \( K \) is not only simply connected and compact, but also simple, which for Lie groups means that all of its normal subgroups are finite. We have already been discussing an example, SU(2). Groups of this sort were classified by Élie Cartan in 1894 and, by the mid-1900s, their theory had grown to one of the most enormous and beautiful edifices in mathematics. The fact that one can deform them to get interesting bialgebras, called quantum groups, opened a brand new wing in this edifice, and the experts rushed in.

A basic fact about groups of this sort is that they have complex forms. For example, SU(2) has the complex form SL(2), consisting of \( 2 \times 2 \) complex matrices with determinant 1. This group contains SU(2) as a subgroup. The advantage of SU(2) is that it is compact, which implies that its finite-dimensional continuous representations can
always be made unitary. The advantage of SL(2) is that it is a complex manifold, with all of the group operations being analytic functions; this allows us to define analytic representations of this group. For our purposes, another advantage of SL(2) is that its Lie algebra is a complex vector space. Luckily, we do not have to choose one group over the other because the finite-dimensional continuous unitary representations of SU(2) correspond precisely to the finite-dimensional analytic representations of SL(2). And, as emphasized by Hermann Weyl, every simply connected, compact, simple Lie group $K$ has a complex Lie group $G$ for which this relation holds!

These facts let us say a bit more about how to get a bialgebra with the same representations as our group $K$. First, we take the complex form $G$ of the group $K$ and consider its Lie algebra, $\mathfrak{g}$. Then we let $\mathfrak{g}$ freely generate an algebra in which these relations hold:

$$xy - yx = [x, y]$$

for all $x, y \in \mathfrak{g}$. This algebra is called the universal enveloping algebra of $\mathfrak{g}$, denoted $U\mathfrak{g}$. It is, in fact, a bialgebra, and we have an equivalence of monoidal categories:

$$\text{Rep}(K) \simeq \text{Rep}(U\mathfrak{g})$$

What Drinfel’d discovered is that we can deform $U\mathfrak{g}$ and get a quantum group $U_q\mathfrak{g}$. This is a family of bialgebras depending on a complex parameter $q$, with the property that $U_q\mathfrak{g} \cong U\mathfrak{g}$ when $q = 1$. Moreover, these bialgebras are unique, up to changes of the parameter $q$ and other inessential variations.

In fact, quantum groups are much better than mere bialgebras; they are quasitriangular Hopf algebras. This is just an intimidating way of saying that $\text{Rep}(U_q\mathfrak{g})$ is not merely a monoidal category but, in fact, it is a braided monoidal category with duals for objects. And this, in turn, is just an intimidating way of saying that any representation of $U_q\mathfrak{g}$ gives an invariant of framed oriented tangles! Reshetikhin and Turaev’s paper explained exactly how this works.

If all of this seems too abstract, take $K = SU(2)$. From what we have already said, these categories are equivalent:

$$\text{Rep}(SU(2)) \simeq \text{Rep}(U_{\mathfrak{sl}(2)})$$

where $\mathfrak{sl}(2)$ is the Lie algebra of SL(2). So, we get a braided monoidal category with duals for objects, $\text{Rep}(U_{\mathfrak{sl}(2)})$, which reduces to $\text{Rep}(SU(2))$ when we set $q = 1$. This is why $U_q\mathfrak{sl}(2)$ is often called quantum SU(2), especially in the physics literature.

Even better, the quantum group $U_q\mathfrak{sl}(2)$ has a two-dimensional representation that reduces to the usual spin-$\frac{1}{2}$ representation of SU(2) at $q = 1$. Using this representation to get a tangle invariant, we obtain the Kauffman bracket—at least, up to some minor normalization issues that we shall ignore here. So Reshetikhin and Turaev’s paper massively generalized the Kauffman bracket and set it into its proper context, the representation theory of quantum groups!

In our discussion of Kontsevich’s 1993 paper [131], we will sketch how to actually get our hands on quantum groups.
1.3.30 Witten (1989)

In the 1980s, there was a lot of work on the Jones polynomial [125], leading up to the result we just sketched, a beautiful description of this invariant in terms of representations of quantum SU(2). Most of this early work on the Jones polynomial used two-dimensional pictures of knots and tangles—the string diagrams that we have been discussing here. This was unsatisfying in one respect: researchers wanted an intrinsically three-dimensional description of the Jones polynomial.

In his paper, “Quantum field theory and the Jones polynomial” [244], Witten gave such a description using a gauge field theory in three-dimensional spacetime, called Chern–Simons theory. He also described how the category of representations of SU(2) could be deformed into the category of representations of quantum SU(2) using a conformal field theory called the Wess–Zumino–Witten model, which is closely related to Chern–Simons theory. We say a little about this in our discussion of Kontsevich’s 1993 paper.

1.3.31 Rovelli–Smolin (1990)

Around 1986, Abhay Ashtekar discovered a new formulation of general relativity, which made it more closely resemble gauge theories such as Yang–Mills theory [3]. In 1990, Rovelli and Smolin [209] published a paper that used this to develop a new approach to the old and difficult problem of quantizing gravity—that is, treating it as a quantum rather than a classical field theory. This approach is usually called loop quantum gravity, but in its later development, it came to rely heavily on Penrose’s spin networks [8, 210]. It reduces to the Ponzano–Regge model in the case of three-dimensional quantum gravity; the difficult and so far unsolved challenge is finding a correct treatment of four-dimensional quantum gravity in this approach, if one exists.

As we have seen, spin networks are mathematically like Feynman diagrams with the Poincaré group replaced by SU(2). However, Feynman diagrams describe processes in ordinary quantum field theory, whereas spin networks describe states in loop quantum gravity. For this reason, it seemed natural to explore the possibility that some sort of two-dimensional diagrams going between spin networks are needed to describe processes in loop quantum gravity. These were introduced by Reisenberger and Rovelli in 1996 [198], and further formalized and dubbed spin foams in 1997 [8, 9]. As we shall see, just as Feynman diagrams can be used to do computations in categories like the category of Hilbert spaces, spin foams can be used to do computations in bicategories like the bicategory of 2-Hilbert spaces.

For a review of loop quantum gravity and spin foams with plenty of references for further study, start with the article by Rovelli [207]. Then try his book [208] and the book by Ashtekar [4].

1.3.32 Kashiwara and Lusztig (1990)

Every matrix can be written as a sum of a lower triangular matrix, a diagonal matrix, and an upper triangular matrix. Similarly, for every simple Lie algebra \( \mathfrak{g} \), the quantum
group $U_q \mathfrak{g}$ has a triangular decomposition:

$$U_q \mathfrak{g} \cong U_q^{-} \mathfrak{g} \otimes U_q^0 \mathfrak{g} \otimes U_q^{+} \mathfrak{g}.$$  

If one is interested in the braided monoidal category of finite dimensional representations of $U_q \mathfrak{g}$, then it turns out that one needs only to understand the lower triangular part $U_q^{-} \mathfrak{g}$ of the quantum group. Using a sophisticated geometric approach, Lusztig [154, 155] defined a basis for $U_q^{-} \mathfrak{g}$ called the canonical basis, which has remarkable properties. Using algebraic methods, Kashiwara [115–117] defined a global crystal basis for $U_q^{-}(\mathfrak{g})$, which was later shown by Grojnowski and Lusztig [99] to coincide with the canonical basis.

What makes the canonical basis so interesting is that given two basis elements $e^i$ and $e^j$, their product $e^i e^j$ can be expanded in terms of basis elements

$$e^i e^j = \sum_k m_{ij}^k e^k$$

where the constants $m_{ij}^k$ are polynomials in $q$ and $q^{-1}$, and these polynomials have natural numbers as coefficients. If we had chosen a basis at random, we would only expect these constants to be rational functions of $q$, with rational numbers as coefficients.

The appearance of natural numbers here hints that quantum groups are just shadows of more interesting structures where the canonical basis elements become objects of a category, multiplication becomes the tensor product in this category, and addition becomes a direct sum in this category. Such a structure could be called a categorified quantum group. Its existence was explicitly conjectured in a paper by Crane and Frenkel [58], which we discuss later herein. Indeed, this was already visible in Lusztig’s geometric approach to studying quantum groups using so-called perverse sheaves [156].

For a simpler example of this phenomenon, recall our discussion of Penrose’s 1971 paper. We saw that if $K$ is a compact Lie group, the category $\text{Rep}(K)$ has a tensor product and direct sums. If we pick one irreducible representation $E^i$ from each isomorphism class, then every object in $\text{Rep}(K)$ is a direct sum of these objects $E^i$, which thus act as a kind of basis for $\text{Rep}(K)$. As a result, we have

$$E^i \otimes E^j \cong \bigoplus_k M_{ij}^k \otimes E^k$$

for certain finite-dimensional vector spaces $M_{ij}^k$. The dimensions of these vector spaces, say

$$m_{ij}^k = \dim(M_{ij}^k),$$

are natural numbers. We can define an algebra with one basis vector $e^i$ for each $E^i$, and with a multiplication defined by

$$e^i e^j = \sum_k m_{ij}^k e^k.$$  

This algebra is called the representation ring of $K$, and denoted $R(K)$. It is associative because the tensor product in $\text{Rep}(K)$ is associative up to isomorphism.

In fact, representation rings were discovered before categories of representations. Suppose that someone had handed us such a ring and asked us to explain it. Then, the
fact that it had a basis where the constants $m_{ij}^k$ are natural numbers would be a clue that it came from a monoidal category with direct sums!

The special properties of the canonical basis are a similar clue, but here there is an extra complication. Instead of natural numbers, we are getting polynomials in $q$ and $q^{-1}$ with natural number coefficients. We shall give an explanation of this later, in our discussion of Khovanov’s 1999 article.

### 1.3.33 Kapranov–Voevodsky (1991)

Around 1991, Kapranov and Voevodsky made available a preprint in which they initiated work on 2-vector spaces and what we now call braided monoidal bicategories \[114\]. They also studied a higher-dimensional analogue of the Yang–Baxter equation called the **Zamolodchikov tetrahedron equation**. Recall from our discussion of Joyal and Street’s 1985 paper that any solution of the Yang–Baxter equation gives a braided monoidal category. Kapranov and Voevodsky argued that, similarly, any solution of the Zamolodchikov tetrahedron equation gives a braided monoidal bicategory.

The basic idea of a braided monoidal bicategory is straightforward: it is like a braided monoidal category but with a bicategory replacing the underlying category. This lets us weaken equational laws involving 1-morphisms, replacing them by specified 2-isomorphisms. To obtain a useful structure, we also need to impose equational laws on these 2-isomorphisms—so-called **coherence laws**. This is the tricky part, which is why Kapranov and Voevodsky’s original definition of semistrict braided monoidal 2-category required a number of fixes [15,61,64], leading ultimately to the fully general concept of braided monoidal bicategory introduced by McCrudden [168].

However, their key insight was striking and robust. As we have seen, any object in a braided monoidal category gives an isomorphism

$$B = B_{x,x} : x \otimes x \to x \otimes x$$

satisfying the Yang–Baxter equation

$$(B \otimes 1)(1 \otimes B)(B \otimes 1) = (1 \otimes B)(B \otimes 1)(1 \otimes B),$$

which in pictures corresponds to the third Reidemeister move. In a braided monoidal bicategory, the Yang–Baxter equation holds only up to a 2-isomorphism

$$Y : (B \otimes 1)(1 \otimes B)(B \otimes 1) \Rightarrow (1 \otimes B)(B \otimes 1)(1 \otimes B),$$

which, in turn, satisfies the Zamolodchikov tetrahedron equation.

This equation is best understood using diagrams. If we think of $Y$ as the surface in 4-space traced out by the process of performing the third Reidemeister move,
then the **Zamolodchikov tetrahedron equation** says the surface traced out by first performing the third Reidemeister move on a threefold crossing, and then sliding the result under a fourth strand is isotopic to that traced out by first sliding the threefold crossing under the fourth strand, and then performing the third Reidemeister move. So, this octagon commutes:

![Diagram](image)

Just as the Yang–Baxter equation relates two different planar projections of three lines in $\mathbb{R}^3$, the Zamolodchikov tetrahedron relates two different projections onto $\mathbb{R}^3$ of four lines in $\mathbb{R}^4$. This suggests that solutions of the Zamolodchikov equation can give invariants of two-dimensional tangles in four-dimensional space (roughly, surfaces embedded in 4-space) just as solutions of the Yang–Baxter equation can give invariants of tangles (roughly, curves embedded in 3-space). Indeed, this was later confirmed [13, 40, 41].

Drinfel’d’s work on quantum groups naturally gives solutions of the Yang–Baxter equation in the category of vector spaces. This suggested to Kapranov and Voevodsky the idea of looking for solutions of the Zamolodchikov tetrahedron equation in some bicategory of 2-vector spaces. They defined 2-vector spaces using the following analogy:

\[
\begin{array}{|c|c|}
\hline
\text{C} & \text{Vect} \\
\hline
+ & \oplus \\
\times & \otimes \\
0 & \{0\} \\
1 & \mathbb{C} \\
\hline
\end{array}
\]

Analogy between ordinary linear algebra and higher linear algebra.

So, just as a finite-dimensional vector space may be defined as a set of the form $\mathbb{C}^n$, they defined a 2-vector space to be a category of the form $\text{Vect}^n$. And, just as a linear operator $T : \mathbb{C}^n \to \mathbb{C}^n$ may be described using an $m \times n$ matrix of complex numbers,
they defined a linear functor between 2-vector spaces to be an $m \times n$ matrix of vector spaces! Such matrices indeed act to give functors from $\text{Vect}^n$ to $\text{Vect}^m$. We can also add and multiply such matrices in the usual way, but with $\oplus$ and $\otimes$ taking the place of $+$ and $\times$.

Finally, there is a new layer of structure. Given two linear functors $S, T : \text{Vect}^n \to \text{Vect}^m$, Kapranov and Voevodsky defined a linear natural transformation $\alpha : S \Rightarrow T$ to be an $m \times n$ matrix of linear operators $\alpha_{ij} : S_{ij} \to T_{ij}$ going between the vector spaces that are the matrix entries for $S$ and $T$. This new layer of structure winds up making 2-vector spaces into the objects of a bicategory.

Kapranov and Voevodsky called this bicategory $2\text{Vect}$. They also defined a tensor product for 2-vector spaces, which turns out to make $2\text{Vect}$ into a monoidal bicategory. The Zamolodchikov tetrahedron equation makes sense in any monoidal bicategory, and any solution gives a braided monoidal bicategory. Conversely, any object in a braided monoidal bicategory gives a solution of the Zamolodchikov tetrahedron equation. These results hint that the relation among quantum groups, solutions of the Yang–Baxter equation, braided monoidal categories, and three-dimensional topology is not a freak accident because all of these concepts may have higher-dimensional analogues! To reach these higher-dimensional analogues, it seems we need to take concepts and systematically boost their dimension by making the following replacements:

<table>
<thead>
<tr>
<th>Elements</th>
<th>Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equations</td>
<td>Isomorphisms</td>
</tr>
<tr>
<td>between elements</td>
<td>between objects</td>
</tr>
<tr>
<td>Sets</td>
<td>Categories</td>
</tr>
<tr>
<td>Functions</td>
<td>Functors</td>
</tr>
<tr>
<td>Equations</td>
<td>Natural isomorphisms</td>
</tr>
<tr>
<td>between functions</td>
<td>between functors</td>
</tr>
</tbody>
</table>

Analogy between set theory and category theory.

In their 1994 paper, Crane and Frenkel called this process of dimension boosting categorification [58]. We have already seen, for example, that the representation category $\text{Rep}(K)$ of a compact Lie group is a categorification of its representation ring $R(K)$. The representation ring is a vector space; the representation category is a 2-vector space. In fact, the representation ring is an algebra, and as we see in our discussion of Barrett and Westbury's 1993 papers [22, 23], the representation category is a 2-algebra.

**1.3.34 Reshetikhin–Turaev (1991)**

In 1991, Reshetikhin and Turaev [200] published a paper in which they constructed invariants of 3-manifolds from quantum groups. These invariants were later seen to be part of a full-fledged three-dimensional TQFT. Their construction made rigorous ideas
from Witten’s 1989 paper [244] on Chern–Simons theory and the Jones polynomial, so this TQFT is now usually called the Witten–Reshetikhin–Turaev theory.

Their construction uses representations of a quantum group $U_q g$ but not the whole category $\text{Rep}(U_q g)$. Instead, they use a special subcategory, which can be constructed when $q$ is a suitable root of unity. This subcategory has many nice properties. For example, it is a braided monoidal category with duals and also a 2-vector space with a finite basis of irreducible objects. These, and some extra properties, are summarized by saying that this subcategory is a modular tensor category. Such categories were later intensively studied by Turaev [233] and many others [18]. In this work, the Witten–Reshetikhin–Turaev construction was generalized to obtain a three-dimensional TQFT from any modular tensor category. Moreover, it was shown that any quantum group $U_q g$ gives rise to a modular tensor category when $q$ is a suitable root of unity.

However, it was later seen that in most cases, there is a four-dimensional TQFT of which the Witten–Reshetikhin–Turaev TQFT in three dimensions is merely a kind of side effect. So, for the purposes of understanding the relation between $n$-categories and TQFTs in various dimensions, it is better to postpone further treatment of the Witten–Reshetikhin–Turaev theory until our discussion of Turaev’s 1992 article on the four-dimensional aspect of this theory [232].

### 1.3.35 Turaev–Viro (1992)

In 1992, the topologists Turaev and Viro [235] constructed another invariant of 3-manifolds—which we now know is part of a full-fledged three-dimensional TQFT—from the modular category arising from quantum SU(2). Their construction was later generalized to all modular tensor categories and, indeed, beyond. By now, any three-dimensional TQFT arising via this construction is called a Turaev–Viro model.

The relation between the Turaev–Viro model and the Witten–Reshetikhin–Turaev theory is subtle and interesting, but for our limited purposes, a few words will suffice. Briefly, it later became clear that a sufficiently nice braided monoidal category lets us construct a four-dimensional TQFT, which has a Witten–Reshetikhin–Turaev TQFT in three dimensions as a kind of shadow. Conversely, Barrett and Westbury discovered that we only need a sufficiently nice monoidal category to construct a three-dimensional TQFT—and the Turaev–Viro models are among these. This outlook makes certain patterns clearer; we shall explain these patterns further in sections to come.

When writing their original paper, Turaev and Viro did not know about the Ponzano–Regge model of quantum gravity. However, their construction amounts to taking the Ponzano–Regge model and curing it of its divergent sums by replacing SU(2) by the corresponding quantum group. Despite the many technicalities involved, the basic idea is simple. The Ponzano–Regge model is not a three-dimensional TQFT because it assigns divergent values to the operator $Z(M)$ for many cobordisms $M$. The reason is that computing this operator involves triangulating $M$, labeling the edges by spins $j = 0, 1, 2, \ldots$, and summing over spins. Given that there are infinitely many choices of the spins, the sum may diverge. And because the spin labeling an edge describes its length, this divergence arises physically from the fact that we are summing over geometries that can be arbitrarily large.
Mathematically, spins correspond to irreducible representations of SU(2). There are, of course, infinitely many of these. The same is true for the quantum group $U_q\mathfrak{sl}(2)$. But, in the modular tensor category, we keep only finitely many of the irreducible representations of $U_q\mathfrak{sl}(2)$ as objects, corresponding to the spins $j = 0, \frac{1}{2}, 1, \ldots, \frac{k}{2}$, where $k$ depends on the root of unity $q$. This cures the Ponzano–Regge model of its infinities. Physically, introducing the parameter $q$ corresponds to introducing a nonzero cosmological constant in three-dimensional quantum gravity. The cosmological constant endows the vacuum with a constant energy density and forces spacetime to curl up instead of remaining flat. This puts an upper limit on the size of spacetime, avoiding the divergent sum over arbitrarily large geometries.

We postpone a detailed description of the Turaev–Viro model until our discussion of Barrett and Westbury’s 1993 paper. As mentioned, this paper strips Turaev and Viro’s construction down to its bare essentials, building a three-dimensional TQFT from any sufficiently nice monoidal category; the braiding is inessential. But the work of Barrett and Westbury is a categorified version of Fukuma, Hosono, and Kawai’s work [92] on two-dimensional TQFTs, so we should first discuss that.

### 1.3.36 Fukuma–Hosono–Kawai (1992)

Fukuma, Hosono, and Kawai found a way to construct two-dimensional TQFTs from semisimple algebras [92]. Although they did not put it this way, they essentially created a “recipe” to turn any two-dimensional cobordism

\[
\begin{array}{c}
\text{\textbackslash{}tilde\textbackslash{}Z}(M) : \text{\textbackslash{}tilde\textbackslash{}Z}(S) \rightarrow \text{\textbackslash{}tilde\textbackslash{}Z}(S')
\end{array}
\]

This gadget $\tilde{Z}$ is not quite a TQFT, but with a little extra work, it gives a TQFT, which we will call $Z$.

The recipe begins as follows. Triangulate the cobordism $M$: 

\[ 
\begin{array}{c}
\text{\textbackslash{}tilde\textbackslash{}Z}(M) : \text{\textbackslash{}tilde\textbackslash{}Z}(S) \rightarrow \text{\textbackslash{}tilde\textbackslash{}Z}(S')
\end{array}
\]
This picture already looks a bit like a string diagram, but never mind that. Instead, take the Poincaré dual of the triangulation, drawing a string diagram with

- one vertex in the center of each triangle of the original triangulation
- one edge crossing each edge of the original triangulation.

We then need a way to evaluate this string diagram and get an operator.

For this, fix an associative algebra $A$. Then, using Poincaré duality, each triangle in the triangulation can be reinterpreted as a string diagram for multiplication in $A$:

Actually, there is a slight subtlety here. The string diagram comes with some extra information, specifically little arrows on the edges, which tell us which edges are coming in and which are going out. To avoid the need for this extra information, let us equip $A$ with an isomorphism to its dual vector space $A^*$. Then, we can take any triangulation of $M$ and read it as a string diagram for an operator $\tilde{Z}(M)$. If our triangulation gives the manifold $S$ some number of edges, say $n$, and gives $S'$ some other number of edges, say $n'$, then we have

$$\tilde{Z}(M): \tilde{Z}(S) \to \tilde{Z}(S')$$

where

$$\tilde{Z}(S) = A^{\otimes n}, \quad \tilde{Z}(S') = A^{\otimes n'}.$$

We would like this operator $\tilde{Z}(M)$ to be well defined and independent of our choice of triangulation for $M$. And now a miracle occurs. In terms of triangulations, the associative law

$$m \quad m \quad = \quad m \quad m$$
can be redrawn as follows:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{triangle}
\end{array}
\end{array}
\end{array}
= \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{square}
\end{array}
\end{array}
\end{array}
\end{array}
\]

This equation is already famous in topology! It is the 2–2 move, one of two so-called Pachner moves for changing the triangulation of a surface without changing the surface’s topology. The other is the 1–3 move:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{triangle}
\end{array}
\end{array}
\end{array}
= \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{triangle}
\end{array}
\end{array}
\end{array}
\end{array}
\]

By repeatedly using these moves, we can go between any two triangulations of \( M \) that restrict to the same triangulation of its boundary.

The associativity of the algebra \( A \) guarantees that the operator \( \tilde{Z}(M) \) does not change when we apply the 2–2 move. To ensure that \( \tilde{Z}(M) \) is also unchanged by the 1–3 move, we require \( A \) to be semisimple. There are many equivalent ways of defining this concept. For example, given that we are working over the complex numbers, we can define an algebra \( A \) to be \textit{semisimple} if it is isomorphic to a finite direct sum of matrix algebras. A more conceptual definition uses the fact that any algebra \( A \) comes equipped with a bilinear form

\[
g(a, b) = \text{tr}(L_a L_b),
\]

where \( L_a \) stands for left multiplication by \( a \)

\[
L_a : A \to A \\
x \mapsto ax
\]

and \( \text{tr} \) stands for the trace. We can reinterpret \( g \) as a linear operator \( g : A \otimes A \to \mathbb{C}, \) which we can draw as a cup:

\[
\begin{array}{c}
\begin{array}{cc}
\begin{array}{c}
\text{cup}
\end{array}
\end{array}
\end{array}
\]

We say \( g \) is \textit{nondegenerate} if we can find a corresponding cap that satisfies the zig-zag equations. Then, we say the algebra \( A \) is \textit{semisimple} if \( g \) is nondegenerate. In this case, the map \( a \mapsto g(a, \cdot) \) gives an isomorphism \( A \cong A^* \), which lets us avoid writing little
arrows on our string diagram. Even better, with the chosen cap and cup, we get the equation

\[
\begin{array}{c}
\includegraphics[width=1cm]{arrow.png}
\end{array}
\quad = \quad
\begin{array}{c}
\includegraphics[width=1cm]{circle.png}
\end{array}
\]

where each circle denotes the multiplication \( m: A \otimes A \to A \). This equation then turns out to imply the 1–3 move! Proving this is a good workout in string diagrams and Poincaré duality.

So, starting from a semisimple algebra \( A \), we obtain an operator \( \tilde{Z}(M) \) from any triangulated two-dimensional cobordism \( M \). Moreover, this operator is invariant under both Pachner moves. But how does this construction give us a two-dimensional TQFT?

It is easy to check that

\[
\tilde{Z}(MM') = \tilde{Z}(M) \tilde{Z}(M'),
\]

which is a step in the right direction. We have seen that \( \tilde{Z}(M) \) is the same regardless of which triangulation we choose for \( M \), as long as we fix the triangulation of its boundary. Unfortunately, it depends on the triangulation of the boundary. After all, if \( S \) is the circle triangulated with \( n \) edges, then \( \tilde{Z}(S) = A^\otimes n \). So we need to deal with this problem.

Given two different triangulations of the same 1-manifold, say \( S \) and \( S' \), we can always find a triangulated cobordism \( M: S \to S' \), which is a cylinder, meaning it is homeomorphic to \( S \times [0, 1] \), with \( S \) and \( S' \) as its two ends. For example:

This cobordism gives an operator \( \tilde{Z}(M): \tilde{Z}(S) \to \tilde{Z}(S') \), and because this operator is independent of the triangulation of the interior of \( M \), we obtain a canonical operator from \( \tilde{Z}(S) \) to \( \tilde{Z}(S') \). In particular, when \( S \) and \( S' \) are equal as triangulated manifolds, we get an operator

\[
p_S: \tilde{Z}(S) \to \tilde{Z}(S).
\]

This operator is not the identity, but a simple calculation shows that it is a projection, meaning

\[
p_S^2 = p_S.
\]
In physics jargon, this operator acts as a projection onto the space of physical states. And if we define \( Z(S) \) to be the range of \( p_S \), and \( Z(M) \) to be the restriction of \( \tilde{Z}(M) \) to \( Z(S) \), we can check that \( Z \) is a TQFT!

How does this construction relate to the construction of two-dimensional TQFTs from commutative Frobenius algebras explained in our discussion of Dijkgraaf’s 1989 thesis? To answer this, we need to see how the commutative Frobenius algebra \( Z(S^1) \) is related to the semisimple algebra \( A \). In fact, \( Z(S^1) \) turns out to be the center of \( A \), the set of elements that commute with all other elements of \( A \).

The proof is a nice illustration of the power of string diagrams. Consider the simplest triangulated cylinder from \( S^1 \) to itself. We get this by taking a square, dividing it into two triangles by drawing a diagonal line, and then curling it up to form a cylinder:
In the second step, we use the fact that $a$ is in the center of $A$; in the last step, we use semisimplicity. Similarly, to see that $p$ maps $A$ into its center, it suffices to check that for any $a \in A$, the element $pa$ commutes with every other element of $A$. In string-diagram notation, this says that:

\[
\begin{array}{c}
\includegraphics{diagram1.png}
\end{array}
\]

The proof is as follows:

\[
\begin{array}{c}
\includegraphics{diagram2.png}
\end{array}
\]

1.3.37 Barrett–Westbury (1993)

In 1993, Barrett and Westbury completed a paper that greatly extended the work in Turaev and Viro’s paper from the previous year [235]. Unfortunately, it reached publication much later, so everyone speaks of the Turaev–Viro model. Barrett and Westbury showed that in order to construct three-dimensional TQFTs, we need only a nice monoidal category, not a braided monoidal category. More technically, we do not need a modular tensor category; a spherical category will suffice [22]. Their construction can be seen as a categorified version of the Fukuma–Hosono–Kawai construction, and we shall present it from that viewpoint.

The key to the Fukuma–Hosono–Kawai construction was getting an operator from a triangulated two-dimensional cobordism and checking its invariance under the 2–2 and 1–3 Pachner moves. In both of these moves, the before and after pictures can be seen as the front and back of a tetrahedron:

\[
\begin{array}{c}
\includegraphics{tetrahedron1.png}
\end{array}
\]

All of this has an analogue one dimension up. For starters, there are also Pachner moves in three dimensions. The 2–3 move takes us from two tetrahedra attached along a triangle to three sharing an edge, or vice versa:

\[
\begin{array}{c}
\includegraphics{tetrahedron2.png}
\end{array}
\]
On the left side we see two tetrahedra sharing a triangle, the tall isosceles triangle in the middle. On the right, we see three tetrahedra sharing an edge, the dashed horizontal line. The \textit{1–4 move} lets us split one tetrahedron into four or merge four back into one:

![Diagram of tetrahedra](image)

Given a three-dimensional cobordism \( M : S \rightarrow S' \), repeatedly applying these moves lets us go between any two triangulations of \( M \) that restrict to the same triangulation of its boundary. Moreover, for both of these moves, the before and after pictures can be seen as the front and back of a \textit{4-simplex}, the four-dimensional analogue of a tetrahedron.

Fukuma, Hosono, and Kawai [92] constructed two-dimensional TQFTs from certain monoids—namely, semisimple algebras. As we have seen, the key ideas were the following:

- A triangulated two-dimensional cobordism gives an operator by letting each triangle correspond to multiplication in a semisimple algebra.
- Because the multiplication is associative, the resulting operator is invariant under the 2–2 Pachner move.
- Given that the algebra is semisimple, the operator is also invariant under the 1–3 move.

In a very similar way, Barrett and Westbury constructed three-dimensional TQFTs from certain monoidal categories called \textit{spherical categories}. We can think of a spherical category as a categorified version of a semisimple algebra. The key ideas are these:

- A triangulated compact two-dimensional manifold gives a vector space by letting each triangle correspond to tensor product in a spherical category.
- A triangulated three-dimensional cobordism gives an operator by letting each tetrahedron correspond to the associator in the spherical category.
- Because the associator satisfies the pentagon identity, the resulting operator is invariant under the 2–3 Pachner move.
- Given that the spherical category is semisimple, the operator is also invariant under the 1–4 move.

The details are a bit elaborate, so let us just sketch some of the simplest, most beautiful aspects. Recall from our discussion of Kapranov and Voevodsky’s 1991 paper that categorifying the concept of vector space gives the concept of 2-vector space. Just as there is a category \( \text{Vect} \) of vector spaces, there is a bicategory \( \text{2Vect} \) of 2-vector spaces, with

- 2-vector spaces as objects
- linear functors as morphisms
- linear natural transformations as 2-morphisms

In fact, \( \text{2Vect} \) is a monoidal bicategory, with a tensor product satisfying

\[
\text{Vect}^m \otimes \text{Vect}^n \cong \text{Vect}^{mn}.
\]
This lets us define a 2-algebra to be a 2-vector space $A$ that is also a monoidal category for which the tensor product extends to a linear functor

$$m: A \otimes A \to A,$$

and for which the associator and unitors extend to linear natural transformations. We have already seen a nice example of a 2-algebra—namely, $\text{Rep}(K)$—for a compact Lie group $K$. Here, the tensor product is the usual tensor product of group representations.

Now let us fix a 2-algebra $A$. Given a triangulated compact two-dimensional manifold $S$, we can use Poincaré duality to reinterpret each triangle as a picture of the multiplication $m: A \otimes A \to A$:

As in the Fukuma–Hosono–Kawai model, this lets us turn the triangulated manifold into a string diagram. And, as before, if $A$ is semisimple—or, more precisely, if $A$ is a spherical category—we do not need to write little arrows on the edges of this string diagram for it to make sense. But because everything is categorified, this string diagram now describes a linear functor. Given that $S$ has no boundary, this string diagram starts and ends with no edges, so it describes a linear functor from $A^{\otimes 0}$ to itself. Just as the tensor product of zero copies of a vector space is defined to be $\mathbb{C}$, the tensor product of no copies of 2-vector space is defined to be $\text{Vect}$. But a linear functor from $\text{Vect}$ to itself is given by a $1 \times 1$ matrix of vector spaces—that is, a vector space! This recipe gives us a vector space $\tilde{Z}(S)$ for any compact 2d manifold $S$.

Next, from a triangulated three-dimensional cobordism $M: S \to S'$, we wish to obtain a linear operator $\tilde{Z}(M): \tilde{Z}(S) \to \tilde{Z}(S')$. For this, we can use Poincaré duality to reinterpret each tetrahedron as a picture of the associator. The front and back of the tetrahedron correspond to the two functors that the associator goes between:

A more three-dimensional view is helpful here. Starting from a triangulated three-dimensional cobordism $M: S \to S'$, we can use Poincaré duality to build a piecewise-linear cell complex, or 2-complex, for short. This is a two-dimensional generalization of a graph; just as a graph has vertices and edges, a 2-complex has vertices, edges, and polygonal faces. The 2-complex dual to the triangulation of a three-dimensional cobordism has

- one vertex in the center of each tetrahedron of the original triangulation
- one edge crossing each triangle of the original triangulation
- and one face crossing each edge of the original triangulation

We can interpret this 2-complex as a higher-dimensional analogue of a string diagram and use this to compute an operator $\tilde{Z}(M): \tilde{Z}(S) \to \tilde{Z}(S')$. This outlook is stressed
in spin foam models [8, 9], of which the Turaev–Viro–Barrett–Westbury model is the simplest and most successful.

Each tetrahedron in $M$ gives a little piece of the 2-complex, which looks like this:

If we look at the string diagrams on the front and back of this picture, we see that they describe the two linear functors that the associator goes between:

This is just a deeper look at something we already saw in our discussion of Ponzano and Regge’s 1968 paper. There, we saw a connection among the tetrahedron, the $6j$ symbols, and the associator in $\text{Rep}(\text{SU}(2))$. Now we are seeing that for any spherical category, a triangulated three-dimensional cobordism gives a two-dimensional cell complex built out of pieces that we can interpret as associators. So, just as triangulated 2-manifolds give us linear functors, triangulated three-dimensional cobordisms give us linear natural transformations.

More precisely, recall that every compact triangulated 2-manifold $S$ gave a linear functor from $\text{Vect}$ to $\text{Vect}$, or $1 \times 1$ matrix of vector spaces, which we reinterpreted as a vector space $\tilde{Z}(S)$. Similarly, every triangulated three-dimensional cobordism $M : S \rightarrow S'$ gives a linear natural transformation between such linear functors. This amounts to a $1 \times 1$ matrix of linear operators, which we can reinterpret as a linear operator $\tilde{Z}(M) : \tilde{Z}(S) \rightarrow \tilde{Z}(S')$.

The next step is to show that $\tilde{Z}(M)$ is invariant under the 2–3 and 1–4 Pachner moves. If we can do this, the rest is easy; we can follow the strategy we have already seen in the Fukuma–Hosono–Kawai construction and obtain a three-dimensional TQFT.

At this point, another miracle comes to our rescue: the pentagon identity gives invariance under the 2–3 move! The 2–3 move goes from two tetrahedra to three, but each tetrahedron corresponds to an associator, so we can interpret this move as an equation between a natural transformation built from two associators and one built from three. And this equation is just the pentagon identity.

To see why, ponder the polygon of pentagons in Figure 1.1. This depicts five ways to parenthesize a tensor product of objects $w, x, y, z$ in a monoidal category. Each corresponds to a triangulation of a pentagon. (The repeated appearance of the number five here is just a coincidence.) We can go between these parenthesized tensor products using the associator. In terms of triangulations, each use of the associator corresponds to a 2–2 move. We can go from the top of the picture to the lower right in
two ways, one using two steps and one using three. The two-step method builds up this picture:

which shows two tetrahedra attached along a triangle. The three-step method builds up this picture:
which shows three tetrahedra sharing a common edge. The pentagon identity thus yields the 2–3 move:

\[ \text{pentagon identity} \]

The other axioms in the definition of spherical category then yield the 1–4 move, and so we get a TQFT.

At this point, it is worth admitting that the link between the associative law and the 2–2 move, and that between the pentagon identity and the 2–3 move, are not really miracles in the sense of unexplained surprises. This is just the beginning of a pattern that relates the \( n \)-dimensional simplex and the \((n - 1)\)-dimensional Stasheff associahedron. An elegant explanation of this can be found in Street’s 1987 article, “The algebra of oriented simplexes” [226]—the same one in which he proposed a simplicial approach to weak \( \infty \)-categories. Because there are also Pachner moves in every dimension [181], the Fukuma–Hosono–Kawai model and the Turaev–Viro–Barrett–Westbury model should be just the first of an infinite series of constructions building \((n + 1)\)-dimensional TQFTs from semisimple \( n \)-algebras. But this is largely open territory, apart from some important work in four dimensions, which we turn to next.

1.3.38 Turaev (1992)

As we already mentioned, the Witten–Reshetikhin–Turaev construction of three-dimensional TQFTs from modular tensor categories is really just a spinoff of a way to get four-dimensional TQFTs from modular tensor categories. This became apparent in 1991, when Turaev released a preprint [234] on building four-dimensional TQFTs from modular tensor categories. In 1992, he published an article with more details [232], and his book explains the ideas even more thoroughly [233]. His construction amounts to a four-dimensional analogue of the Turaev–Viro–Barrett–Westbury construction. Namely, from a four-dimensional cobordism \( M : S \to S' \), one can compute a linear operator \( \tilde{Z}(M) : \tilde{Z}(S) \to \tilde{Z}(S') \) with the help of a two-dimensional CW complex sitting inside \( M \). As already mentioned, we think of this complex as a higher-dimensional analogue of a string diagram.

In 1993, following work by the physicist Ooguri [179], Crane and Yetter [60] gave a different construction of four-dimensional TQFTs from the modular tensor category associated to quantum SU(2). This construction used a triangulation of \( M \). It was later generalized to a large class of modular tensor categories [59]; and, thanks to the work of Justin Roberts [204], it is clear that Turaev’s construction is related to the Crane–Yetter construction by Poincaré duality, following a pattern we have seen already.

At this point, the reader, seeking simplicity amid these complex historical developments, should feel a bit puzzled. We have seen that
• The Fukuma–Hosono–Kawai construction gives two-dimensional TQFTs from sufficiently nice monoids (semisimple algebras).

• The Turaev–Viro–Bartlett–Westbury construction gives three-dimensional TQFTs from sufficiently nice monoidal categories (spherical categories).

Given this, it would be natural to expect some similar construction gives four-dimensional TQFTs from sufficiently nice monoidal bicategories.

Indeed, this is true. Mackaay [157] proved it in 1999. But how does this square with the following fact? The Turaev–Crane–Yetter construction gives four-dimensional TQFTs from sufficiently nice braided monoidal categories (modular tensor categories). The answer is very nice. It turns out that braided monoidal categories are a special case of monoidal bicategories.

We should explain this because it is part of a fundamental pattern called the periodic table of $n$-categories. As a warmup, let us see why a commutative monoid is the same as a monoidal category with only one object. This argument goes back to work of Eckmann and Hilton [74], published in 1962. A categorified version of their argument shows that a braided monoidal category is the same as a monoidal bicategory with only one object. This seems to have first been noticed by Joyal and Tierney [111], around 1984.

Suppose, first, that $C$ is a category with one object $x$. Then, composition of morphisms makes the set of morphisms from $x$ to itself, denoted $\text{hom}(x, x)$, into a monoid, a set with an associative multiplication and an identity element. Conversely, any monoid gives a category with one object in this way.

But now suppose that $C$ is a monoidal category with one object $x$. Then, this object must be the unit for the tensor product. As before, $\text{hom}(x, x)$ becomes a monoid using composition of morphisms. But now we can also tensor morphisms. By Mac Lane’s coherence theorem, we may assume, without loss of generality, that $C$ is a strict monoidal category. Then, the tensor product is associative, and we have $1_x \otimes f = f = f \otimes 1_x$ for every $f \in \text{hom}(x, x)$. So $\text{hom}(x, x)$ becomes a monoid in a second way, with the same identity element.

However, the fact that the tensor product is a functor implies the interchange law:

$$(ff') \otimes (gg') = (f \otimes g)(f' \otimes g').$$

This lets us carry out the following remarkable argument, called the Eckmann–Hilton argument:

$$f \otimes g = (1_f) \otimes (g1) = (1 \otimes g)(f \otimes 1) = gf = (g \otimes 1)(1 \otimes f) = (g1) \otimes (1f) = g \otimes f.$$
In fact, Eckmann and Hilton came up with their argument in work on topology, and its essence is best revealed by a picture. Let us draw the composite of morphisms by putting one on top of the other and draw their tensor product by putting them side by side. We have often done this using string diagrams, but just for a change, let us draw morphisms as squares. Then, the Eckmann–Hilton argument goes as follows:

\[
\begin{array}{c|c|c|c}
 & f & 1 & \\
\hline
f \otimes g & f & 1 & g \\
(1 \otimes g)(f \otimes 1) & g f & (g \otimes 1)(1 \otimes f) & g \otimes f
\end{array}
\]

We can categorify this whole discussion. For starters, we noted in our discussion of Bénabou’s 1967 paper that if \( C \) is a bicategory with one object \( x \), then \( \text{hom}(x, x) \) is a monoidal category—and, conversely, any monoidal category arises in this way. Then, the Eckmann–Hilton argument can be used to show that a monoidal bicategory with one object is a braided monoidal category. Given that categorification amounts to replacing equations with isomorphisms, each step in the argument now gives an isomorphism:

\[
\begin{align*}
f \otimes g & \cong (1f) \otimes (g1) \\
& \cong (1 \otimes g)(f \otimes 1) \\
& \cong gf \\
& \cong (g \otimes 1)(1 \otimes f) \\
& \cong (g1) \otimes (1f) \\
& \cong g \otimes f.
\end{align*}
\]

Composing these, we obtain an isomorphism from \( f \otimes g \) to \( g \otimes f \), which we can think of as a braiding:

\[
B_{f,g} : f \otimes g \to g \otimes f.
\]

We can even go further and check that this makes \( \text{hom}(x, x) \) into a braided monoidal category.

A picture makes this plausible. We can use the third dimension to record the process of the Eckmann–Hilton argument. If we compress \( f \) and \( g \) to small discs for clarity, it looks like this:

This clearly looks like a braiding!

In these pictures, we are moving \( f \) around \( g \) clockwise. There is an alternate version of the categorified Eckmann–Hilton argument that amounts to moving \( f \) around \( g \)
counterclockwise:
\[
f \otimes g \cong (f 1) \otimes (1 g) \\
\cong (f \otimes 1)(1 \otimes g) \\
\cong fg \\
\cong (1 \otimes f)(g \otimes 1) \\
\cong (1 g) \otimes (f 1) \\
\cong g \otimes f.
\]

This gives the following picture:

![Diagram of braiding](image)

This picture corresponds to a different isomorphism from \( f \otimes g \) to \( g \otimes f \)—namely, the reverse braiding:
\[
B_{g,f}^{-1} : f \otimes g \to g \otimes f.
\]

This is a great example of how different proofs of the same equation may give different isomorphisms when we categorify them.

The four-dimensional TQFTs constructed from modular tensor categories were a bit disappointing in that they gave invariants of four-dimensional manifolds that were already known and were unable to shed light on the deep questions of four-dimensional topology. The reason could be that braided monoidal categories are rather degenerate examples of monoidal bicategories. In their 1994 work, Crane and Frenkel [58] began the search for more interesting monoidal bicategories coming from the representation theory of categorified quantum groups. As of now, it is still unknown whether these give more interesting four-dimensional TQFTs.

### 1.3.39 Kontsevich (1993)

In his famous paper of 1993, Kontsevich [131] arrived at a deeper understanding of quantum groups, based on ideas of Witten, but making less explicit use of the path utilizing a more integral approach to quantum field theory.

In a nutshell, the idea is this. Fix a compact, simply connected simple Lie group \( K \) and finite-dimensional representations \( \rho_1, \ldots, \rho_n \). Then, there is a way to attach a vector space \( Z(z_1, \ldots, z_n) \) to any choice of distinct points \( z_1, \ldots, z_n \) in the plane, and a way to attach a linear operator
\[
Z(f) : Z(z_1, \ldots, z_n) \to Z(z'_1, \ldots, z'_n)
\]
to any \( n \)-strand braid going from the points \( z_1, \ldots, z_n \) to the points \( z'_1, \ldots, z'_n \). The trick is to imagine each strand of the braid as the worldline of a particle in three-dimensional spacetime. As the particles move, they interact with each other via a gauge field, satisfying the equations of Chern–Simons theory. So we use parallel transport to describe how their internal states change. As usual, in quantum theory, this
process is described by a linear operator, and this operator is $Z(f)$. Given that Chern–Simons theory describes a gauge field with zero curvature, this operator depends only on the topology of the braid. So, with some work, we get a braided monoidal category from these data. With more work, we can get operators not just for braids but also tangles—and, thus, a braided monoidal category with duals for objects. Finally, using a Tannaka–Krein reconstruction theorem, we can show that this category is the category of finite-dimensional representations of a quasitriangular Hopf algebra, the quantum group associated to $G$.

1.3.40 Lawrence (1993)

In 1993, Lawrence wrote an influential paper on extended TQFTs [143], which she further developed in later work [144]. As we have seen, many TQFTs can be constructed by first triangulating a cobordism, attaching a piece of algebraic data to each simplex, and then using these to construct an operator. For the procedure to give a TQFT, the resulting operator must remain the same when we change the triangulation by a Pachner move. Lawrence tackled the question of precisely what is going on here. Her approach was to axiomatize a structure with operations corresponding to ways of gluing together $n$-dimensional simplexes, satisfying relations that guarantee invariance under the Pachner moves.

The use of simplexes is not ultimately the essential point here. The essential point is that we can build any $n$-dimensional spacetime out of a few standard building blocks, which can be glued together locally in a few standard ways. This lets us describe the topology of spacetime purely combinatorially, by saying how the building blocks have been assembled. This reduces the problem of building TQFTs to an essentially algebraic problem, although it is one of a novel sort.

(Here we are glossing over the distinction among topological, piecewise-linear, and smooth manifolds. Despite the term TQFT, our description is really suited to the case of piecewise-linear manifolds, which can be chopped into simplexes or other polyhedra. Luckily, there is no serious difference between piecewise-linear and smooth manifolds in dimensions below 7, and both of these agree with topological manifolds below dimension 4.)

Not every TQFT need arise from this sort of recipe; we loosely use the term extended TQFT for those that do. The idea is that whereas an ordinary TQFT gives operators only for $n$-dimensional manifolds with boundary (or, more precisely, cobordisms), an extended one assigns some sort of data to $n$-dimensional manifolds with corners—for example, simplexes and other polyhedra. This is a physically natural requirement, so it is believed that the most interesting TQFTs are extended ones.

In ordinary algebra, we depict multiplication by setting symbols side by side on a line; multiplying $a$ and $b$ gives $ab$. In category theory, we visualize morphisms as arrows, which we glue together end to end in a one-dimensional way. In studying TQFTs, we need higher-dimensional algebra to describe how to glue pieces of spacetime together.

The idea of higher-dimensional algebra had been around for several decades, but by this time, it began to really catch on. For example, in 1992, Brown wrote a popular exposition of higher-dimensional algebra, aptly titled “Out of line” [37]. It became
clear that $n$-categories should provide a very general approach to higher-dimensional algebra because they have ways of composing $n$-morphisms that mimic ways of gluing together $n$-dimensional simplexes, globes, or other shapes. Unfortunately, the theory of $n$-categories was still in its early stages of development, limiting its potential as a tool for studying extended TQFTs.

For this reason, a partial implementation of the idea of extended TQFT became of interest—see, for example, Crane’s 1995 paper [57]. Instead of working with the symmetric monoidal category $n$Cob, he began to grapple with the symmetric monoidal bicategory $n$Cob$_2$, where, roughly speaking

- objects are compact, oriented $(n-2)$-dimensional manifolds
- morphisms are $(n-1)$-dimensional cobordisms
- 2-morphisms are $n$-dimensional cobordisms between cobordisms

His idea was that a once-extended TQFT should be a symmetric monoidal functor

$$Z : n\text{Cob}_2 \to 2\text{Vect}. $$

In this approach, cobordisms between cobordisms are described using manifolds with corners. The details are still a bit tricky. It seems that the first precise general construction of $n$Cob$_2$ as a bicategory was given by Morton [174] in 2006, and in 2009, Schommer-Pries proved that $2\text{Cob}_2$ was a symmetric monoidal bicategory [211]. Lurie’s [152] more powerful approach goes in a somewhat different direction, as we explain in our discussion of Baez and Dolan’s 1995 paper.

Because two-dimensional TQFTs are completely classified by the result in Dijkgraaf’s 1989 thesis [67], the concept of once-extended TQFT may seem like “overkill” in dimension 2. But this would be a short-sighted attitude. Around 2001, motivated in part by work on D-branes in string theory, Moore and Segal [171,215] introduced once-extended two-dimensional TQFTs under the name of open-closed topological string theories. However, they did not describe these using the bicategory $2$Cob$_2$. Instead, they considered a symmetric monoidal category $2\text{Cob}^\text{ext}$ whose objects include not just compact one-dimensional manifolds like the circle (closed strings) but also one-dimensional manifolds with boundary like the interval (open strings). Here are morphisms that generate $2\text{Cob}^\text{ext}$ as a symmetric monoidal category:

Using these, Moore and Segal showed that a once-extended two-dimensional TQFT gives a Frobenius algebra for the interval and a commutative Frobenius algebra for the circle. The operations in these Frobenius algebras account for all but the last two morphisms shown. The last two give a projection from the first Frobenius algebra to the second and an inclusion of the second into the center of the first.

Later, Lauda and Pfeiffer [140] gave a detailed proof that $2\text{Cob}^\text{ext}$ is the free symmetric monoidal category on a Frobenius algebra, equipped with a projection into its center, satisfying certain relations. Using this, they showed [141] that the Fukuma–Hosono–Kawai construction can be extended to obtain symmetric monoidal functors $Z : 2\text{Cob}^\text{ext} \to \text{Vect}$. Fjelstad, Fuchs, Runkel, and Schweigert have gone in a different
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direction, describing full-fledged, open-closed conformal field theories using Frobenius algebras \([83, 90, 91]\).

Once-extended TQFTs should be even more interesting in dimension 3. At least in a rough way, we can see how the Turaev–Viro–Barrett–Westbury construction should generalize to give examples of such theories. Recall that this construction starts with a 2-algebra \( A \in 2\text{Vect} \) satisfying some extra conditions.

- A triangulated compact one-dimensional manifold \( S \) gives a 2-vector space \( \tilde{Z}(S) \), built by tensoring one copy of \( A \) for each edge in \( S \).
- A triangulated two-dimensional cobordism \( M : S \to S' \) gives a linear functor \( \tilde{Z}(M) : \tilde{Z}(S) \to \tilde{Z}(S') \), built out of one multiplication functor \( m : A \otimes A \to A \) for each triangle in \( M \).
- A triangulated three-dimensional cobordism between cobordisms \( \alpha : M \Rightarrow M' \) gives a linear natural transformation \( \tilde{Z}(\alpha) : \tilde{Z}(M) \Rightarrow \tilde{Z}(M') \), built out of one associator for each tetrahedron in \( \alpha \).

From \( \tilde{Z} \), we should then be able to construct a once-extended three-dimensional TQFT:

\[
Z : 3\text{Cob}_2 \to 2\text{Vect}.
\]

However, to the best of our knowledge, this construction has not been carried out. The work of Kerler and Lyubashenko constructs the Witten–Reshetikhin–Turaev theory as a kind of extended three-dimensional TQFT using a somewhat different formalism: double categories instead of bicategories \([123]\).

### 1.3.41 Crane–Frenkel (1994)

In 1994, Louis Crane and Igor Frenkel wrote a paper entitled “Four-dimensional topological quantum field theory, Hopf categories, and the canonical bases” \([58]\). In this paper, they discussed algebraic structures that provide TQFTs in various low dimensions:

\[
\begin{array}{c|ccc}
 n = 4 & \text{trialgebras} & \text{Hopf categories} & \text{monoidal bicategories} \\
 n = 3 & \text{Hopf algebras} & \text{monoidal categories} \\
 n = 2 & \text{algebras} \\
\end{array}
\]

This chart is a bit schematic, so let us expand on it a bit. In our discussion of Fukuma, Hosono, and Kawai’s 1992 work \([92]\), we saw how they constructed two-dimensional TQFTs from certain algebras—namely, semisimple algebras. In our discussion of Barrett and Westbury’s paper from the same year, we saw how they constructed three-dimensional TQFTs from certain monoidal categories—namely, spherical categories. But any Hopf algebra has a monoidal category of representations, and we can use Tannaka–Krein reconstruction to recover a Hopf algebra from its category of
representations. This suggests that we might be able to construct three-dimensional TQFTs directly from certain Hopf algebras. Indeed, this is the case, as was shown by Kuperberg [136] and Chung, Fukuma, and Shapere [53]. Indeed, there is a beautiful direct relation between three-dimensional topology and the Hopf algebra axioms.

Crane and Frenkel speculated on how this pattern continues in higher dimensions. To anyone who understands the dimension-boosting nature of categorification, it is natural to guess that one can construct four-dimensional TQFTs from certain monoidal bicategories. Indeed, as mentioned, this was later shown by Mackaay [157], who was greatly influenced by the Crane–Frenkel paper. But this, in turn, suggests that we could obtain monoidal bicategories by considering 2-representations of categorified Hopf algebras, or Hopf categories—and that perhaps we could construct four-dimensional TQFTs directly from certain Hopf categories.

This may be true. In 1997, Neuchl [176] gave a definition of Hopf categories and showed that a Hopf category has a monoidal bicategory of 2-representations on 2-vector spaces. In 1999, Carter, Kauffman, and Saito [39] found beautiful relations between four-dimensional topology and the Hopf category axioms.

Crane and Frenkel also suggested that there should be some kind of algebra whose category of representations was a Hopf category. They called this a trialgebra. They sketched the definition; in 2004 Pfeiffer [190] gave a more precise treatment, showing that any trialgebra has a Hopf category of representations.

However, defining these structures is just the first step toward constructing interesting four-dimensional TQFTs. As Crane and Frenkel put it, “To proceed any further we need a miracle, namely, the existence of an interesting family of Hopf categories.”

Many of the combinatorial constructions of three-dimensional TQFTs input a Hopf algebra, or the representation category of a Hopf algebra, and produce a TQFT. However, the most interesting class of three-dimensional TQFTs come from Hopf algebras that are deformed universal enveloping algebras $U_q g$. The question is, Where can one find an interesting class of Hopf categories that will give invariants that are useful in four-dimensional topology?

Topology, in four dimensions, is very different from lower dimensions. It is the first dimension where homeomorphic manifolds can fail to be diffeomorphic. In fact, there exist exotic $\mathbb{R}^4$’s, manifolds homeomorphic to $\mathbb{R}^4$, but not diffeomorphic to it. This is the only dimension in which exotic $\mathbb{R}^n$’s exist! The discovery of exotic $\mathbb{R}^4$’s relied on invariants coming from quantum field theory that can distinguish between homeomorphic four-dimensional manifolds that are not diffeomorphic. Indeed, this subject, known as Donaldson theory [68], is what motivated Witten to invent the term topological quantum field theory in the first place [243]. Later, Seiberg and Witten revolutionized this subject with a streamlined approach [216, 217], and Donaldson theory was rebaptized Seiberg–Witten theory. There are, by now, some good introductory texts on these matters [85, 172, 173]. The book by Scorpan [213] is especially inviting.

But this mystery remains: How—if at all!—can the 4-manifold invariants coming from quantum field theory be computed using Hopf categories, trialgebras, or related structures? Although such structures would give TQFTs suitable for piecewise-linear manifolds, there is no essential difference between piecewise-linear and smooth manifolds in dimension 4. Unfortunately, interesting examples of Hopf categories seem hard to construct.
Luckily, Crane and Frenkel did more than sketch the definition of a Hopf category. They also conjectured where examples might arise:

The next important input is the existence of the canonical bases, for a special family of Hopf algebras, namely, the quantum groups. These bases are actually an indication of the existence of a family of Hopf categories, with structures closely related to the quantum groups.

Crane and Frenkel suggested that the existence of the Lusztig–Kashiwara canonical bases for upper triangular part of the enveloping algebra and the Lusztig canonical bases for the entire quantum groups give strong evidence that quantum groups are the shadows of a much richer structure, which we might call a categorified quantum group.

Lusztig’s geometric approach produces monoidal categories associated to quantum groups, categories of perverse sheaves. Crane and Frenkel hoped that these categories could be given a combinatorial or algebraic formulation revealing a Hopf category structure. Recently, some progress has been made toward fulfilling Crane and Frenkel’s hopes. In particular, these categories of perverse sheaves have been reformulated into an algebraic language related to the categorification of $U_q^+ \mathfrak{g}$ [129, 236]. The entire quantum group $U_q \mathfrak{sl}_n$ has been categorified by Khovanov and Lauda [130, 139], and they also gave a conjectural categorification of the entire quantum group $U_q \mathfrak{g}$ for every simple Lie algebra $\mathfrak{g}$. Categorified representation theory, or 2-representation theory, has taken off, thanks largely to the foundational work of Chuang and Rouquier [52, 206].

There is much more that needs to be understood. In particular, categorification of quantum groups at roots of unity has received only a little attention [128], and the Hopf category structure has not been fully developed. Furthermore, these approaches have not yet obtained braided monoidal bicategories of 2-representations of categorified quantum groups; neither have they constructed four-dimensional TQFTs.

1.3.42 Freed (1994)

In 1994, Freed published an important paper [84] that exhibited how higher-dimensional algebraic structures arise naturally from the Lagrangian formulation of topological quantum field theory. Among many other things, this paper clarified the connection between quasitriangular Hopf algebras and three-dimensional TQFTs. It also introduced an informal concept of 2-Hilbert space, categorifying the concept of Hilbert space. This was later made precise, at least in the finite-dimensional case [7, 23], so it is now tempting to believe that much of the formalism of quantum theory can be categorified. The subtleties of analysis involved in understanding infinite-dimensional 2-Hilbert spaces remain challenging, with close connections to the theory of von Neumann algebras [10].

1.3.43 Kontsevich (1994)

In a lecture at the 1994 International Congress of Mathematicians in Zürich, Kontsevich [132] proposed the “homological mirror symmetry conjecture,” which led to a burst of work relating string theory to higher categorical structures. A detailed discussion of
this work would drastically increase the size of this chapter, so we content ourselves
with a few elementary remarks.

We have already mentioned the concept of an $A_\infty$ space, a topological space
equipped with a multiplication that is associative up to a homotopy that satisfies
the pentagon equation up to a homotopy... and so on, forever, in a manner governed
by the Stasheff polytopes [225]. This concept can be generalized to any context that
allows for a notion of homotopy between maps. In particular, it generalizes to the world
of homological algebra, which is a simplified version of the world of homotopy theory.
In homological algebra, the structure that takes the place of a topological space is a
chain complex, a sequence of abelian groups and homomorphisms

$$V_0 \xleftarrow{d_1} V_1 \xleftarrow{d_2} V_2 \xleftarrow{d_3} \cdots$$

with $d_id_{i+1} = 0$. In applications to physics, we focus on the case where the $V_i$ are
vector spaces and the $d_i$ are linear operators. Regardless of this, we can define maps
between chain complexes, called chain maps, and homotopies between chain maps, called chain homotopies.

<table>
<thead>
<tr>
<th>Topological spaces</th>
<th>Chain complexes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous maps</td>
<td>Chain maps</td>
</tr>
<tr>
<td>Homotopies</td>
<td>Chain homotopies</td>
</tr>
</tbody>
</table>

Analogy between homotopy theory and homological algebra.

(For a very readable introduction to these matters, see the book by Rotman [205]; for a
more strenuous one that goes further, try the book with the same title by Weibel [240].)

The analogy between homotopy theory and homological algebra ultimately arises
from the fact that whereas homotopy types can be seen as $\infty$-groupoids, chain complexes
can be seen as $\infty$-groupoids that are strict and also abelian. The process of
turning a topological space into a chain complex, so important in algebraic topology,
thus amounts to taking a $\infty$-groupoid and simplifying it by making it strict and abelian.

Because this fact is less widely appreciated than it should be, let us quickly sketch
the basic idea. Given a chain complex $V$, each element of $V_0$ corresponds to an object
in the corresponding $\infty$-groupoid. Given objects $x, y \in V_0$, a morphism $f: x \to y$
corresponds to an element $f \in V_1$ with

$$d_1f + x = y.$$ 

Given morphisms $f, g: x \to y$, a 2-morphism $\alpha: f \Rightarrow g$ corresponds to an element
$\alpha \in V_2$ with

$$d_2\alpha + f = g,$$

and so on. The equation $d_id_{i+1} = 0$ then says that an $(i + 1)$-morphism can only go
between two $i$-morphisms that share the same source and target—just as we expect in
the globular approach to $\infty$-categories.

The analogue of an $A_\infty$ space in the world of chain complexes is called an $A_\infty$ algebra
[122, 134, 165]. More generally, one can define a structure, called an $A_\infty$ category,
that has a set of objects, a chain complex \( \text{hom}(x, y) \), for any pair of objects, and a composition map that is associative up to a chain homotopy that satisfies the pentagon identity up to a chain homotopy . . . and so on. Just as a monoid is the same as a category with one object, an \( A_\infty \) algebra is the same as an \( A_\infty \) category with one object.

Kontsevich used the language of \( A_\infty \) categories to formulate a conjecture about mirror symmetry, a phenomenon already studied by string theorists. Mirror symmetry refers to the observation that various pairs of superficially different string theories seem, in fact, to be isomorphic. In Kontsevich’s conjecture, each of these theories is an open-closed, topological string theory. We already introduced this concept near the end of our discussion of Lawrence’s 1993 paper. Recall that such a theory is designed to describe processes involving open strings (intervals) and closed strings (circles). The basic building blocks of such processes are these:

In the simple approach we discussed, the space of states of the open string is a Frobenius algebra. The space of states of the closed string is a commutative Frobenius algebra, typically the center of the Frobenius algebra for the open string. In the richer approach developed by Kontsevich and subsequent authors, notably Costello [56], states of the open string are instead described by an \( A_\infty \) category with some extra structure mimicking that of a Frobenius algebra. The space of states of the closed string is obtained from this using a subtle generalization of the concept of center. To get some sense of this, let us ignore the Frobenius aspects and simply regard the space of states of an open string as an algebra. Multiplication in this algebra describes the process of two open strings colliding and merging together:

The work in question generalizes this simple idea in two ways. First, it treats an algebra as a special case of an \( A_\infty \) algebra—namely, one for which only the 0th vector space in its underlying chain complex is nontrivial. Second, it treats an \( A_\infty \) algebra as a special case of an \( A_\infty \) category—namely, an \( A_\infty \) category with just one object.

How should we understand a general \( A_\infty \) category as describing the states of an open-closed topological string? First, the different objects of the \( A_\infty \) category correspond to different boundary conditions for an open string. In physics, these boundary conditions are called D-branes because they are thought of as membranes in spacetime on which the open strings begin or end. The “D” stands for Dirichlet, who studied boundary conditions back in the mid-1800s. (A good introduction to D-branes from a physics perspective can be found in Polchinski’s book [192].)

For any pair of D-branes \( x \) and \( y \), the \( A_\infty \) category gives a chain complex \( \text{hom}(x, y) \). What is the physical meaning of this? It is the space of states for an open string that starts on the D-brane \( x \) and ends on the D-brane \( y \). Composition describes a process
in which open strings in the states \( g \in \text{hom}(x,y) \) and \( f \in \text{hom}(y,z) \) collide and stick together to form an open string in the state \( fg \in \text{hom}(x,z) \).

However, note that the space of states \( \text{hom}(x,y) \) is not a mere vector space. It is a chain complex—so it is secretly a strict \( \infty \)-groupoid! This lets us talk about states that are not equal but still isomorphic. In particular, composition in an \( A_\infty \) category is associative only up to isomorphism; the states \( (fg)h \) and \( f(gh) \) are not usually equal, merely isomorphic via an associator,

\[
d_{f,g,h} : (fg)h \rightarrow f(gh).
\]

In the language of chain complexes, we write this as follows:

\[
daf,g,h + (fg)h = f(gh).
\]

This is just the first of an infinite list of equations that are part of the usual definition of an \( A_\infty \) category. The next one says that the associator satisfies the pentagon identity up to \( d \) of something, and so on.

Kontsevich formulated his homological mirror symmetry conjecture as the statement that two \( A_\infty \) categories are equivalent. The conjecture remains unproved in general, but many special cases are known. Perhaps more important, the conjecture has become part of an elaborate web of ideas relating gauge theory to the Langlands program—which itself is a vast generalization of the circle of ideas that gave birth to Wiles’s proof of Fermat’s last theorem. (For a good introduction to all of this, see the survey by Edward Frenkel [87].)

### 1.3.44 Gordon–Power–Street (1995)

In 1995, Gordon, Power, and Street introduced the definition and basic theory of tricategories—or, in other words, weak 3-categories [94]. Among other things, they defined a monoidal bicategory to be a tricategory with one object. They then showed that a monoidal bicategory with one object is the same as a braided monoidal category. This is a precise working out of the categorified Eckmann–Hilton argument sketched in our discussion of Turaev’s 1992 paper.

So, a tricategory with just one object and one morphism is the same as a braided monoidal category. There is also, however, a notion of strict 3-category, a tricategory where all the relevant laws hold as equations, not merely up to equivalence. Not surprising, a strict 3-category with one object and one morphism is a braided monoidal category where all the braiding, associators, and unitors are identity morphisms. This rules out the possibility of nontrivial braiding, which occurs in categories of braids or tangles. As a consequence, not every tricategory is equivalent to a strict 3-category.

All of this stands in violent contrast to the story one dimension down, where a generalization of Mac Lane’s coherence theorem can be used to show that every bicategory is equivalent to a strict 2-category. So, although it was already known in some quarters [111], Gordon, Power, and Street’s book made the need for weak \( n \)-categories clear to all. In a world where all tricategories were equivalent to strict 3-categories, there would be no knots!

Gordon, Power, and Street did, however, show that every tricategory is equivalent to a semistrict 3-category, in which some but not all of the laws hold as equations. They
called these semistrict 3-categories Gray-categories because their definition relies on John Gray’s prescient early work [96]. Constructing a workable theory of semistrict \( n \)-categories for all \( n \) remains a major challenge.

1.3.45 Baez–Dolan (1995)

In 1995, Baez and Dolan [11] outlined a program for understanding extended TQFTs in terms of \( n \)-categories. A key part of this is the periodic table of \( n \)-categories. Because this only involves weak \( n \)-categories, let us drop the qualifier “weak” for the rest of this section and take it as given. Also, just for the sake of definiteness, let us take a globular approach to \( n \)-categories:

<table>
<thead>
<tr>
<th>Objects</th>
<th>Morphisms</th>
<th>2-Morphisms</th>
<th>3-Morphisms</th>
<th>⋮</th>
</tr>
</thead>
<tbody>
<tr>
<td>⋅</td>
<td>⋅</td>
<td>⋅</td>
<td>⋅</td>
<td>⋅</td>
</tr>
<tr>
<td></td>
<td>⋅ → ⋅</td>
<td>⋅ ↓ ⋅</td>
<td>⋅ ⇒ ⋅</td>
<td>Globles</td>
</tr>
</tbody>
</table>

So, in this section, 2-category will mean bicategory and 3-category will mean tricategory. (Recently, this sort of terminology has been catching on because the use of Greek prefixes to name weak \( n \)-categories becomes inconvenient as the value of \( n \) becomes large.)

We have already seen the beginning of a pattern involving these concepts:

- A category with one object is a monoid.
- A 2-category with one object is a monoidal category.
- A 3-category with one object is a monoidal 2-category.

The idea is that we can take an \( n \)-category with one object and think of it as an \((n - 1)\)-category by ignoring the object, renaming the morphisms objects, renaming the 2-morphisms morphisms, and so on. Our ability to compose morphisms in the original \( n \)-category gets reinterpreted as an ability to tensor objects in the resulting \((n - 1)\)-category, so we get a monoidal \((n - 1)\)-category.

However, we can go further because we can consider a monoidal \( n \)-category with one object. We have already looked at two cases of this, and we can imagine more:

- A monoidal category with one object is a commutative monoid.
- A monoidal 2-category with one object is a braided monoidal category.
- A monoidal 3-category with one object is a braided monoidal 2-category.

Here, the Eckmann–Hilton argument comes into play, as explained in our discussion of Turaev’s 1992 paper. The idea is that given a monoidal \( n \)-category \( C \) with one object, this object must be the unit for the tensor product, \( 1 \in C \). We can focus attention on \( \text{hom}(1, 1) \), which is an \((n - 1)\)-category. Given \( f, g \in \text{hom}(1, 1) \), there are two ways to combine them: we can compose them or tensor them. As we have seen, we can
visualize these operations as putting together little squares in two ways: vertically or horizontally:

\[
\begin{array}{c|c}
  g & f \\
  \hline
  f & f \otimes g
\end{array}
\]

These operations are related by an interchange morphism

\[(ff') \otimes (gg') \to (f \otimes g)(f' \otimes g'),\]

which is an equivalence (i.e., invertible in a suitably weakened sense). This allows us to carry out the Eckmann–Hilton argument and get a braiding on hom(1, 1):

\[B_{f,g} : f \otimes g \to g \otimes f.\]

Next, consider braided monoidal \(n\)-categories with one object. Here, the pattern seems to go like this:

- A braided monoidal category with one object is a commutative monoid.
- A braided monoidal 2-category with one object is a symmetric monoidal category.
- A braided monoidal 3-category with one object is a sylleptic monoidal 2-category.
- A braided monoidal 4-category with one object is a sylleptic monoidal 3-category.

The idea is that given a braided monoidal \(n\)-category with one object, we can think of it as an \((n-1)\)-category with three ways to combine objects, all related by interchange equivalences. We should visualize these as the three obvious ways of putting together little cubes, side by side, one in front of the other, and one on top of the other.

In the first case listed the third operation does not give anything new. Like a monoidal category with one object, a braided monoidal category with one object is merely a commutative monoid. In the next case, we do get something new: a braided monoidal 2-category with one object is a symmetric monoidal category. The reason is that the third monoidal structure allows us to interpolate between the Eckmann–Hilton argument that gives the braiding by moving \(f\) and \(g\) around clockwise and the argument that gives the reverse braiding by moving them around counterclockwise. We obtain the equation

\[fg = gf\]

that characterizes a symmetric monoidal category.

In the case after this, instead of an equation, we obtain a 2-isomorphism that describes the process of interpolating between the braiding and the reverse braiding:

\[s_{f,g} : \]

\[
\Rightarrow
\]
The reader should endeavor to imagine these pictures as drawn in four-dimensional space, so that there is room to push the top strand in the left-hand picture up into the fourth dimension, slide it behind the other strand, and then push it back down, getting the right-hand picture. Day and Street [64] later dubbed this 2-isomorphism \( s_{f,g} \) the \textit{syllepsis} and formalized the theory of sylleptic monoidal 2-categories. The definition of a fully weak sylleptic monoidal 2-category was introduced later by Street’s student McCrudden [168].

To understand better the patterns at work here, it is useful to define a \( k \)-tuply monoidal \( n \)-category to be an \((n + k)\)-category with just one \( j \)-morphism for \( j < k \). A chart of these follows. This is called the \textit{periodic table} because, like Mendeleyev’s original periodic table, it guides us in extrapolating the behavior of \( n \)-categories from simple cases to more complicated ones. It is not really periodic in any obvious way.

\[
\begin{array}{|c|c|c|}
\hline
\text{ } & n = 0 & n = 1 \\
\hline
k = 0 & \text{Sets} & \text{Categories} & \text{2-Categories} \\
\hline
k = 1 & \text{Monoids} & \text{Monoidal categories} & \text{Monoidal 2-categories} \\
\hline
k = 2 & \text{Commutative monoids} & \text{Braided monoidal categories} & \text{Braided monoidal 2-categories} \\
\hline
k = 3 & \text{''} & \text{Symmetric monoidal categories} & \text{Symmetric monoidal 2-categories} \\
\hline
k = 4 & \text{''} & \text{''} & \text{Symmetric monoidal 2-categories} \\
\hline
k = 5 & \text{''} & \text{''} & \text{''} \\
\hline
k = 6 & \text{''} & \text{''} & \text{''} \\
\hline
\end{array}
\]

The Periodic Table:
Hypothesized table of \( k \)-tuply monoidal \( n \)-categories.

The periodic table should be taken with a grain of salt. For example, a claim stating that 2-categories with one object and one morphism are the same as commutative monoids needs to be made more precise. Its truth may depend on whether we consider commutative monoids as forming a category, or a 2-category, or a 3-category! This has been investigated by Cheng and Gurski [48]. There have also been attempts to craft an approach that avoids such subtleties [17].

But please ignore such matters for now; just stare at the table. The most notable feature is that the \( n \)th column of the periodic table seems to stop changing when \( k \) reaches \( n + 2 \). Baez and Dolan called this the stabilization hypothesis. The idea is that adding extra monoidal structures ceases to matter at this point. Simpson later proved
a version of this hypothesis in his approach to \( n \)-categories [223]. So let us assume that the stabilization hypothesis is true and call a \( k \)-tuply monoidal \( n \)-category with \( k \geq n + 2 \) a stable \( n \)-category.

In fact, stabilization is just the simplest of the many intricate patterns lurking in the periodic table. For example, the reader will note that the syllepsis

\[
s_{f,g} : B_{f,g} \Rightarrow B_{g,f}^{-1}
\]

is somewhat reminiscent of the braiding itself:

\[
B_{f,g} : f \otimes g \rightarrow g \otimes f.
\]

Indeed, this is the beginning of a pattern that continues as we zig-zag down the table starting with monoids. To go from monoids to commutative monoids, we add the equation \( fg = gf \). To go from commutative monoids to braided monoidal categories, we then replace this equation by an isomorphism, the braiding \( B_{f,g} : f \otimes g \rightarrow g \otimes f \). But the braiding engenders another isomorphism with the same source and target, the reverse braiding \( B_{g,f}^{-1} \). To go from braided monoidal categories to symmetric monoidal categories, we add the equation \( B_{f,g} = B_{g,f}^{-1} \). To go from symmetric monoidal categories to sylleptic monoidal 2-categories, we then replace this equation by a 2-isomorphism, the syllepsis \( s_{f,g} : B_{f,g} \Rightarrow B_{g,f}^{-1} \). But this engenders another 2-isomorphism with the same source and target, the reverse syllepsis. Geometrically speaking, this is because we can also deform the left braid to the right one here

![Syllepsis Diagram]

by pushing the top strand down into the fourth dimension and then behind the other strand. To go from sylleptic monoidal 2-categories to symmetric ones, we add an equation stating that the syllepsis equals the reverse syllepsis, and so on, forever! As we zig-zag down the diagonal, we meet ways of switching between ways of switching between \ldots ways of switching things.

This is still just the tip of the iceberg; the patterns that arise further from the bottom edge of the periodic table are vastly more intricate. To give just a taste of their subtlety, consider the remarkable story told in Kontsevich’s 1999 paper “Operads and Motives and Deformation Quantization” [133]. Kontsevich had an amazing realization: quantization of ordinary classical mechanics problems can be carried out in a systematic way using ideas from string theory. A thorough and rigorous approach to this issue required proving a conjecture by Deligne. However, early attempts to prove Deligne’s conjecture had a flaw, first noted by Tamarkin, whose simplest manifestation—translated into the language of \( n \)-categories—includes an operation that first appears for braided monoidal 6-categories!

For this sort of reason, one would really like to see precisely which features are being added as we march down any column of the periodic table. Batanin’s approach to \( n \)-categories offers a beautiful answer based on the combinatorics of trees [27]. Unfortunately, explaining this here would take us too far afield. The slides of a lecture Batanin delivered in 2006 give a taste of the richness of his work [29].
Baez and Dolan also emphasized the importance of \( n \)-categories with duals at all levels: duals for objects, duals for morphisms, ... and so on, up to \( n \)-morphisms. Unfortunately, they were only able to precisely define this notion in some simple cases. For example, in our discussion of Doplicher and Roberts’s 1989 article, we defined monoidal, braided monoidal, and symmetric monoidal categories with duals—meaning duals for both objects and morphisms. We noted that tangles in three-dimensional space can be seen as morphisms in the free braided monoidal category on one object. This is part of a larger pattern:

- The category of framed one-dimensional tangles in two-dimensional space, \( 1\text{Tang}_1 \), is the free monoidal category with duals on one object.
- The category of framed one-dimensional tangles in three-dimensional space, \( 1\text{Tang}_2 \), is the free braided monoidal category with duals on one object.
- The category of framed one-dimensional tangles in four-dimensional space, \( 1\text{Tang}_3 \), is the free symmetric monoidal category with duals on one object.

A technical point: here we are using framed to mean “equipped with a trivialization of the normal bundle.” This is how the word is used in homotopy theory, as opposed to knot theory. In fact, a framing in this sense determines an orientation, so a framed one-dimensional tangle in three-dimensional space is what ordinary knot theorists would call a framed oriented tangle.

Based on these and other examples, Baez and Dolan formulated the tangle hypothesis. This concerns a conjectured \( n \)-category \( n\text{Tang}_k \) where

- objects are collections of framed points in \([0, 1]^k\)
- morphisms are framed one-dimensional tangles in \([0, 1]^{k+1}\)
- 2-morphisms are framed two-dimensional tangles in \([0, 1]^{k+2}\)
- and so on up to dimension \((n - 1)\)
- and, finally, \( n \)-morphisms are isotopy classes of framed \( n \)-dimensional tangles in \([0, 1]^{n+k}\)

For short, we call the \( n \)-morphisms \( n \)-tangles in \((n + k)\) dimensions. Figure 1.2 may help the reader see how simple these actually are. It shows a typical \( n \)-tangle in \((n + k)\) dimensions for various values of \( n \) and \( k \). This figure is a close relative of the periodic table. The number \( n \) is the dimension of the tangle, and \( k \) is its codimension—that is, the number of extra dimensions of space.

The tangle hypothesis says that \( n\text{Tang}_k \) is the free \( k \)-tuply monoidal \( n \)-category with duals on one object. As usual, the one object, \( x \), is simply a point. More precisely, \( x \) can be any point in \([0, 1]^k\) equipped with a framing that makes it positively oriented.

Combining the stabilization hypothesis and the tangle hypothesis, we obtain an interesting conclusion: the \( n \)-category \( n\text{Tang}_k \) stabilizes when \( k \) reaches \( n + 2 \). This idea is backed up by a well-known fact in topology: any two embeddings of a compact \( n \)-dimensional manifold in \( \mathbb{R}^{n+k} \) are isotopic if \( k \geq n + 2 \). In simple terms, when \( k \) is this large, there is enough room to untie any \( n \)-dimensional knot!

So, we expect that when \( k \) is this large, the \( n \)-morphisms in \( n\text{Tang}_k \) correspond to abstract \( n \)-tangles, not embedded in any ambient space. But this is precisely how we think of cobordisms. So, for \( k \geq n + 2 \), we should expect that \( n\text{Tang}_k \) is a stable \( n \)-category where
Figure 1.2. Examples of $n$-tangles in $(n + k)$-dimensional space.

- objects are compact framed zero-dimensional manifolds
- morphisms are framed one-dimensional cobordisms
- 2-morphisms are framed 2-dimensional cobordisms between cobordisms
- 3-morphisms are framed 3-dimensional cobordisms between cobordisms between cobordisms
  
  and so on up to dimension $n$, where we take equivalence classes. Let us call this $n$-category $n\text{Cob}_n$, because it is a further elaboration of the 2-category $n\text{Cob}_2$ in our discussion of Lawrence’s 1993 paper [143].

The cobordism hypothesis summarizes these ideas. It says that $n\text{Cob}_n$ is the free stable $n$-category with duals on one object $x$—namely, the positively oriented point.
We have already sketched how once-extended, \( n \)-dimensional TQFTs can be treated as symmetric monoidal functors:

\[
Z : \text{nCob}_2 \to \text{2Vect}.
\]

This suggests that fully extended, \( n \)-dimensional TQFTs should be something similar, but with \( \text{nCob}_n \) replacing \( \text{nCob}_2 \). Similarly, we should replace \( \text{2Vect} \) by some sort of \( n \)-category, such as something deserving the name \( \text{nVect} \) or, even better, \( \text{nHilb} \).

This leads to the extended TQFT hypothesis, which says that a unitary extended TQFT is a map between stable \( n \)-categories

\[
Z : \text{nCob}_n \to \text{nHilb}
\]

that preserves all levels of duality. Given that \( \text{nHilb} \) should be a stable \( n \)-category with duals, and \( \text{nCob}_n \) should be the free such thing on one object, we should be able to specify a unitary extended TQFT simply by choosing an object \( H \in \text{nHilb} \) and saying that

\[
Z(x) = H
\]

where \( x \) is the positively oriented point. This is the “primacy of the point” in a very dramatic form.

What progress has there been on making these hypotheses precise and proving them? In 1998, Baez and Langford [13] came close to proving that \( \text{2Tang}_2 \), the 2-category of 2-tangles in four-dimensional space, was the free braided monoidal 2-category with duals on one object. (In fact, they proved a similar result for oriented but unframed 2-tangles.) In 2009, Schommer-Pries [211] came close to proving that \( \text{2Cob}_2 \) was the free symmetric monoidal 2-category with duals on one object. (In fact, he gave a purely algebraic description of \( \text{2Cob}_2 \) as a symmetric monoidal 2-category, but not explicitly using the language of duals.)

But, the really exciting development is the paper that Jacob Lurie [152] put on the arXiv in 2009 entitled “On the Classification of Topological Field Theories,” which outlines a precise statement and proof of the cobordism hypothesis for all \( n \).

Lurie’s version makes use not of \( n \)-categories but rather of \( (\infty, n) \)-categories. These are \( \infty \)-categories such that every \( j \)-morphism is an equivalence for \( j > n \). This helps avoid the problems with duality that we mentioned in our discussion of Atiyah’s 1988 article. There are many approaches to \( (\infty, 1) \)-categories, including the \( A_\infty \) categories mentioned in our discussion of Kontsevich’s 1994 lecture [132]. Prominent alternatives include Joyal’s quasicategories [107], first introduced in the early 1970s under another name by Boardmann and Vogt [36], as well as Rezk’s complete Segal spaces [201]. For a comparison of some approaches, see the survey by Bergner [34]. Another good source of material on quasicategories is Lurie’s enormous book on higher topos theory [153]. The study of \( (\infty, n) \)-categories for higher \( n \) is still in its infancy. At this moment, Lurie’s paper is the best place to start, although he attributes the definition he uses to Barwick, who promises a two-volume book on the subject [24].
1.3.46 Khovanov (1999)

In 1999, Mikhail Khovanov found a way to categorify the Jones polynomial \[126\]. We have already seen a way to categorify an algebra that has a basis \(e^i\) for which

\[e^i e^j = \sum_k m_{ij}^k e^k,\]

where the constants \(m_{ij}^k\) are natural numbers. Namely, we can think of these numbers as dimensions of vector spaces \(M_{ij}^k\). Then, we can seek a 2-algebra with a basis of irreducible objects \(E^i\) such that

\[E^i \otimes E^j = \sum_k M_{ij}^k \otimes E^k.\]

We say this 2-algebra categorifies our original algebra or, more technically, we say that taking the Grothendieck group of the 2-algebra gives back our original algebra. In this simple example, taking the Grothendieck group just means forming a vector space with one basis element \(e^i\) for each object \(E^i\) in our basis of irreducible objects.

The Jones polynomial and other structures related to quantum groups present more challenging problems. Here, instead of natural numbers, we have polynomials in \(q\) and \(q^{-1}\). Sometimes, as in the theory of canonical bases, these polynomials have natural number coefficients. Elsewhere, as in the Jones polynomial, they have integer coefficients. How can we generalize the concept of dimension so it can be a polynomial of this sort?

In fact, problems like this were already tackled by Emmy Noether in the late 1920s, in her work on homological algebra \[66\]. We have already defined the concept of a chain complex, but this term is used in several slightly different ways, so now let us change our definition a bit and say that a chain complex \(V\) is a sequence of vector spaces and linear maps

\[\cdots \leftarrow V_{-1} \leftarrow V_0 \leftarrow V_1 \leftarrow V_2 \leftarrow \cdots\]

with \(d_i d_{i+1} = 0\). If the vector spaces are finite-dimensional, and only finitely many are nonzero, we can define the Euler characteristic of the chain complex by

\[\chi(V) = \sum_{i=-\infty}^{\infty} (-1)^i \dim(V_i).\]

The Euler characteristic is a remarkably robust invariant in that we can change the chain complex in many ways without changing its Euler characteristic. This explains why the number of vertices, minus the number of edges, plus the number of faces, is equal to 2 for every convex polyhedron!

We may think of the Euler characteristic as a generalization of dimension that can take on arbitrary integer values. In particular, any vector space gives a chain complex for which only \(V_0\) is nontrivial and, in this case, the Euler characteristic reduces to the ordinary dimension. But, given any chain complex \(V\), we can shift it to obtain a new chain complex \(sV\) with

\[sV_i = V_{i+1},\]
and we have

$$\chi(sV) = -\chi(V).$$

So, shifting a chain complex is like taking its negative.

But what about polynomials in $q$ and $q^{-1}$? For these, we need to generalize vector spaces a bit further, as indicated here:

<table>
<thead>
<tr>
<th>Vector spaces</th>
<th>Natural numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chain complexes</td>
<td>Integers</td>
</tr>
<tr>
<td>Graded vector spaces</td>
<td>Polynomials in $q^{\pm 1}$ with natural number coefficients</td>
</tr>
<tr>
<td>Graded chain complexes</td>
<td>Polynomials in $q^{\pm 1}$ with integer coefficients</td>
</tr>
</tbody>
</table>

Algebraic structures and the values of their dimensions.

A *graded vector space* $W$ is simply a series of vector spaces $W_i$, where $i$ ranges over all integers. The *Hilbert–Poincaré series* $\dim_q(W)$ of a graded vector space is given by

$$\dim_q(W) = \sum_{i=-\infty}^{\infty} \dim(W_i)q^i.$$  

If the vector spaces $W_i$ are finite-dimensional, and only finitely many are nonzero, $\dim_q(W)$ is a polynomial in $q$ and $q^{-1}$ with natural number coefficients. Similarly, a *graded chain complex* $W$ is a series of chain complexes $W_i$, and its *graded Euler characteristic* $\chi(W)$ is given by

$$\chi_q(W) = \sum_{i=-\infty}^{\infty} \chi(W_i)q^i.$$  

When everything is finite enough, this is a polynomial in $q$ and $q^{-1}$ with integer coefficients.

Khovanov found a way to assign a graded chain complex to any link in such a way that its graded Euler characteristic is the Jones polynomial of that link, apart from a slight change in normalizations. This new invariant can distinguish links that have the same Jones polynomial [19]. Even better, it can be extended to an invariant of tangles in three-dimensional space, and also 2-tangles in four-dimensional space!

To make this a bit more precise, note that we can think of a 2-tangle in four-dimensional space as a morphism $\alpha: S \rightarrow T$ going from one tangle in three-dimensional space, namely $S$, to another, namely $T$. For example:

In its most recent incarnation, Khovanov homology makes use of a certain monoidal category $C$. Its precise definition takes a bit of work [20], but its objects are built
using graded chain complexes, and its morphisms are built using maps between these.

Khovanov homology assigns to each tangle $T$ in three-dimensional space an object

$$Z(T) \in C$$

and assigns to each 2-tangle in four-dimensional space $\alpha : T \Rightarrow T'$ a morphism

$$Z(\alpha) : Z(T) \to Z(T').$$

What is especially nice is that $Z$ is a monoidal functor. This means we can compute

the invariant of a 2-tangle by breaking it into pieces, computing the invariant for
each piece, and then composing and tensoring the results. Actually, in the original

construction due to Jacobsson [102] and Khovanov [127], $Z(\alpha)$ was only well defined

up to a scalar multiple. But later, using the streamlined approach introduced by Bar-

Natan [20], this problem was fixed by Clark, Morrison, and Walker [55].

So far, we have been treating 2-tangles as morphisms. But, in fact, we know they

should be 2-morphisms. There should be a braided monoidal bicategory $2\text{Tang}_2$ where,

roughly speaking:

- objects are collections of framed points in the square $[0, 1]^2$
- morphisms are framed oriented tangles in the cube $[0, 1]^3$
- 2-morphisms are framed oriented 2-tangles in $[0, 1]^4$

The tangle hypothesis asserts that $2\text{Tang}_2$ is the free braided monoidal bicategory with
duals on one object $x$—namely, the positively oriented point. Indeed, a version of this

claim ignoring framings is already known to be true [13].

This suggests that Khovanov homology could be defined in a way that takes advan-
tage of this universal property of $2\text{Tang}_2$. For this, we would need to see the objects

and morphisms of the category $C$ as morphisms and 2-morphisms of some braided

monoidal bicategory with duals—say, $\overline{C}$—equipped with a special object $c$. Then,

Khovanov homology could be seen as the essentially unique braided monoidal functor

preserving duals, say

$$\overline{Z} : 2\text{Tang}_2 \to \overline{C},$$

with the property that

$$\overline{Z}(x) = c.$$

This would be yet another triumph of the primacy of the point.

It is worth mentioning that the authors in this field have chosen to study higher
categories with duals in a manner that does not distinguish between source and target.
This makes sense because duality allows one to convert input to output and vice versa.
In 1999, Jones introduced planar algebras [105], which can be thought of as a formalism
for handling certain categories with duals. In his work on Khovanov homology, Bar-

Natan introduced a structure, called a canopolis [20], which is a kind of categorified
planar algebra. The relation between these ideas and other approaches to $n$-category
theory deserves to be clarified and generalized to higher dimensions.

One exciting aspect of Khovanov’s homology theory is that it breathes new life
into Crane and Frenkel’s dream of understanding the special features of smooth four-
dimensional topology in a purely combinatorial way, using categorification. For ex-
ample, Rasmussen [196] has used Khovanov homology to give a purely combinatorial
proof of the Milnor conjecture—a famous problem in topology that had been solved
earlier in the 1990s using ideas from quantum field theory—namely, Donaldson theory
And as the topologist Gompf later pointed out [197], Rasmussen’s work can also be used to prove the existence of an exotic $\mathbb{R}^4$.

In outline, the argument goes as follows. A knot in $\mathbb{R}^3$ is said to be smoothly slice if it bounds a smoothly embedded disc in $\mathbb{R}^4$. It is said to be topologically slice if it bounds a topologically embedded disc in $\mathbb{R}^4$ and this embedding extends to a topological embedding of some thickening of the disc. Gompf had shown that if there is a knot that is topologically but not smoothly slice, there must be an exotic $\mathbb{R}^4$. However, Rasmussen’s work can be used to find such a knot!

Before this, all proofs of the existence of exotic $\mathbb{R}^4$s had involved ideas from quantum field theory: either Donaldson theory or its modern formulation, Seiberg–Witten theory. This suggests that a purely combinatorial approach to Seiberg–Witten theory is within reach. Indeed, Ozsváth and Szabó have already introduced a knot homology theory, called Heegaard–Floer homology, that has a conjectured relationship to Seiberg–Witten theory [180]. Now that there is a completely combinatorial description of Heegaard–Floer homology [163, 164], one cannot help but be optimistic that some version of Crane and Frenkel’s dream will become a reality.

In summary, the theory of $n$-categories is beginning to shed light on some remarkably subtle connections among physics, topology, and geometry. Unfortunately, this work has not yet led to concrete successes in elementary particle physics or quantum gravity. But, given the profound yet simple ways that $n$-categories unify and clarify our thinking about mathematics and physics, we can hope that what we have seen so far is just the beginning.
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CHAPTER 2

A Universe of Processes and Some of Its Guises

Bob Coecke

2.1 Introduction

Our starting point is a particular “canvas” aimed to “draw” theories of physics, which has symmetric monoidal categories as its mathematical backbone. In this chapter, we consider the conceptual foundations for this canvas and how these can then be converted into mathematical structure.

With very little structural effort (i.e., in very abstract terms) and in a very short time span, the categorical quantum mechanics (CQM) research program, initiated by Abramsky and this author [6], has reproduced a surprisingly large fragment of quantum theory [3, 45, 48, 56, 60–62, 170, 179]. It also provides new insights both in quantum foundations and in quantum information—for example, in [49–51, 58, 59, 64, 79, 80]—and has even resulted in automated reasoning software called quantomatic [71–73], which exploits the deductive power of CQM, which is indeed a categorical quantum logic [77].

In this chapter, we complement the available material by not requiring prior knowledge of category theory and by pointing at connections to previous and current developments in the foundations of physics.

This research program is also in close synergy with developments elsewhere—for example, in representation theory [74], quantum algebra [176], knot theory [187], topological quantum field theory (TQFT) [132], and several other areas.

Philosophically speaking, this framework achieves the following:

• It shifts the conceptual focus from “material carriers,” such as particles, fields, or other “material stuff,” to “logical flows of information,” mainly by encoding how things stand in relation to each other.
• Consequently, it privileges processes over states. The chief structural ingredient of the framework is the interaction structure on processes.
• In contrast to other ongoing operational approaches ([55] and references therein, [66], [109]), we do not take probabilities, nor properties, nor experiments as a priori, nor as generators of structure, but everything is encoded within the interaction of processes.
In contrast to other ongoing structural approaches ([55] and references therein, [9], [10], [19], [76], [113], [117], and so forth); we do not start from a notion of system, systems now being “plugs” within a web of interacting processes. Hence, systems are organized within a structure for which compoundness is a player and not the structure of the system itself: a system is implicitly defined in terms of its relation(ship)/interaction with other systems.

So, for us, composition of relation(ship)s is the carrier of all structure—that is, how several relations make up one whole. For example, if \( x_1, x_2, x_3, a \) are in relation(ship) \( R_1 \) and \( y_1, y_2, y_3, a \) are in relation(ship) \( R_2 \), then this induces a relation(ship) between \( x_1, x_2, x_3, y_1, y_2, y_3 \):

These relation(ship)s are much more general than the usual mathematical notion of a relation. A mathematical relation tells us only whether or not a thing relates to another thing, whereas for us also “the manner in which” a thing relates to another thing matters.

Processes are special kinds of relations that make up the actual “happenings.” Classicality is an attribute of certain processes, and measurements are special kinds of processes, defined in terms of their capabilities to correlate other processes to these classical attributes.

So, rather than quantization, what we do is classicization within a universe of processes. For a certain theory, classicality and measurements may or may not exist because they are not a priori. For example, in analogy to “nonquantized field theories,” one could consider nonclassicized theories within our setting.

Our attempt to spell out conceptual foundations is particularly timely given that other work in quantum foundations and ours are converging, most notably Hardy’s recent work [107–109] and Chiribella, D’Ariano, and Perinotti’s even more recent work [40,67]. Also, proponents of the “convex set approach” ([19], [20], and references therein) as well as those of the more traditional “Birkhoff–von Neumann style quantum logic” [27, 120, 144, 158] have meanwhile adopted an essential component of our framework [18, 22, 103, 111, 112, 115].

The mathematical flexibility of our framework allows one to craft hypothetical nonphysical universes, a practice that turns out to provide important insights in the theories of physics that we know and that recently gained popularity (e.g., [19], [23], [41], [174]). Such approaches provide an arena to explore how many physical phenomena arise within a theory from very few assumptions. Our approach has been particularly successful in this context, not only by producing many phenomena from little assumptions but also by casting theories that initially were defined within distinct mathematical frameworks within a single one. For example, it unifies quantum
theory as well as Spekkens’s toy theory [174] within a single framework [49], which enabled identification of the key differences [50] and also substantially simplified the presentation of the latter.

This chapter is structured as follows. Section 2.2 briefly sketches some earlier developments, be it because they provided ideas or because they exposed certain sources of failure. Section 2.3 introduces the primitives of our framework: systems, relations (and processes), and their composition. We show how these can be used to encode identical systems, symmetries and dynamics, variable causal structure, and an environment. Section 2.4 shows that in mathematical terms, these concepts give rise to symmetric monoidal categories. Next, in Section 2.5, we define classicality and measurement processes.

The author is not a professional philosopher but a “hell of a barfly,” so the philosophical remarks throughout this chapter, of which there are plenty, should be taken with a grain of salt.

We are purposely somewhat vague on many fronts in order to leave several options available for the future; the reader is invited to fill in the blanks.

### 2.2 Some (Idiosyncratic) Lessons from the Past

In particular, we focus on the role of operationalism in quantum theory reconstructions, the formal definition of a physical property as proposed by the Geneva School (e.g., [122], [151]), the role of processes therein and forefront role of processes in quantum information, the manner in which algebraic quantum field theory (AQFT) [99,100] retains the notion of a system, the modern logical view on the different guises of the connective “and” for systems, ideas of relationalism in physics [17, 167], the options of discreteness and pointlessness in quantum gravity, and the status of foundations of mathematics in all of this.

Although we make some reference to mathematical concepts in category theory, order theory, $C^*$-algebra, quantum logic, linear logic, and quantum information, none of these is a prerequisite for the remainder of this chapter.

#### 2.2.1 To Measure or Not to Measure

Although nature has not been created by us, the theories that describe it have been and, hence, unavoidably these will have to rely on concepts that make reference to our senses or some easy-to-grasp generalizations thereof. For example, as humans, we experience a three-dimensional space around us—hence, the important role of geometry in physics. Similarly, the symmetries that we observe around us have led to the importance of group theory in physics.

A fairly radical stance in this light is that of the typical operationalist. His or her take on quantum theory (and physics in general) is that measurement apparatuses constitute our window on nature. Different “schools” of operationalists each isolate an aspect of the measurement processes that they think causes the apparent nonclassicality of quantum theory, be it the structure of the space of probabilities or the structure of the verifiable propositions, and so forth.
This practice traces back to the early days of Hilbert space quantum mechanics. In *Mathematische Grundlagen der Quantenmechanik* [182], von Neumann stressed that the projectors make up self-adjoint operators that should be the fundamental ingredient of whatever formalism that describes the quantum world. Indeed, although he himself crafted Hilbert space quantum mechanics, he was also the first to denounce it in a letter to Birkhoff [26, 165]:

I would like to make a confession which may seem immoral: I do not believe absolutely in Hilbert space any more.

This focus on projectors led to a sharp contrast with happenings in logic [27]:

... whereas for logicians the orthocomplementation properties of negation were the ones least able to withstand a critical analysis, the study of mechanics points to the distributive identities as the weakest link in the algebra of logic.

and ultimately resulted in Birkhoff–von Neumann quantum logic [27].

Via Mackey [143, 144], several structural paradigms emerged: the *Geneva School* [122, 158] inherited its lattice theoretic paradigm directly from Birkhoff and von Neumann; the *Ludwig School* [140, 141] associated the convex structure of state spaces attributed to experimental situations; and the *Foulis–Randall School* [88, 89, 185] considered the intersection structure of outcome spaces.

But this key role of the measurement process is rejected by many *realists* for whom physical properties of a system exist independent of any form of observation. For example, a star still obeys quantum theory even when not (directly) observed, and a red pencil does not stop being red when we are not observing it. More boldly put: Who measures the (entirely quantum) universe?¹

The realist and operationalist views are typically seen as somewhat conflicting. But attributing properties to systems that are not being observed, while still subscribing to a clear operational meaning of basic concepts, was already explicitly realized within the Geneva School Mark II [11, 151]. Although its formal guise was still quite similar to Birkhoff–von Neumann quantum logic, the lattice structure is derived from an in-operational-terms precisely stated conception of “what it means for a system to possess a property.”

The following example is from Aerts [11], and its pure classicality makes it intriguing in its own right. Consider a block of wood and the properties “floating” and “burning.” If, with certainty, we want to know whether the block of wood possesses either of these properties, then we need to, respectively, throw it in the water and observe whether it floats, or set it on fire and observe whether it burns. Obviously, if we observed either, we altered the block of wood in such a manner that we will not be able anymore to observe the other. Still, it makes perfect sense for a block of wood to both be burnable and floatable.

In the Geneva School, one considers a system $A$ and the “yes/no” experiments $\{\alpha_i\}_i$ one can perform thereon. These experiments are related to each other in terms of a

¹ This utterance is regularly heard as a motivation for various histories interpretations [93, 98, 116], which, in turns, motivated the so-called topos approach to quantum theory [76, 113, 117]; we briefly discuss this approach at the end of this section.
preordering: for experiments $\alpha$ and $\beta$, we have that $\alpha \preceq \beta$ if and only if when we would perform $\alpha$ and obtain a “yes” answer with certainty, then we would also have obtained a “yes” answer with certainty when performing $\beta$. A property is then defined as an equivalence class for this preordering. The lattice structure on the induced partial ordering follows from the existence of certain product experiments. Such a property is called actual if the physical system possesses it and potential otherwise.

### 2.2.2 Measurement among Other Processes

So, in the Geneva School Mark II, properties are a secondary notion emerging from considering experimental procedures on a given system $A$. The Geneva School Mark III emphasized the role of processes [42, 54, 63, 65, 86]. Faure, Moore, and Piron were able to derive unitarity of quantum evolution by cleverly exploiting the definition of a physical property. Also, the (in)famous orthomodular law of quantum logic is about how properties propagate in measurement processes. These results were a key motivation to organize physical processes within certain categories, which lift the operationally motivated lattice structure from systems to processes [54].

The crucial mathematical concept in the preceding is Galois adjunctions, the order-theoretic counterpart to adjoint functors between categories [128]. These are by many category theoreticians considered the most important concept provided by category theory, in that almost all known mathematical constructions can be formulated in a very succinct manner in terms of these. Galois adjunctions were already implicitly present in the work by Pool in the late 1960s [160], which arguably was the first attempt to replace the quantum formalism by a formalism in which processes are the key players.

From a more conceptual perspective, the idea that the structure of processes might help us to get a better understanding of nature was already present in the work of Whitehead in the 1950s [183] and the work of Bohr in the early 1960s [34]. It became

---

2 The meet of a collection of properties arises from the experiment consisting of choosing among experiments that correspond to these properties [11, 151]. Because these are arbitrary meets, it also follows that the lattice has arbitrary joins (see, e.g., [53]).

3 Roughly, this argument goes as follows: if $\alpha_2$ is an experiment at time $t_2$ and $U$ is the unitary operation that describes how the system evolves from time $t_1$ to time $t_2$, then we can consider the experiment $\alpha_1$ at time $t_1$, which consists of first evolving the system according to $U$ and then performing $\alpha_2$. More generally, $U$ induces a mapping from experiments at time $t_2$ to experiments at time $t_1$, and one can show that from the definition of a property, it follows that this map must preserve all infima. Using the theory of Galois adjoints, it then follows that the map that describes how properties propagate during $U$ must preserve all suprema. The final purely technical step then involves using Wigner’s theorem [184] and a modern category-theoretic account on projective geometry [85, 177].

4 Explicitly, for $L$ the lattice of closed subspaces of a Hilbert space $\mathcal{H}$ and $P_a$ the projector on the subspace $a$ lifted to an operation on $L$, we have

$$ [P_a : L \to L :: b \mapsto a \wedge (a \uparrow \lor b) : P_a : L \to L :: b \mapsto a \uparrow \lor (a \wedge b)], $$

with $(\rightarrow_{\text{sasaki}} -)$ the (in)famous Sasaki hook [63]. In light of this argument, $P_a$ now plays the role of how properties propagate in quantum measurements, and $(\rightarrow_{\text{sasaki}} -)$ is the map that assigns to each property after the measurement one before the measurement.

5 A survey in the light of the Geneva School approach is in [53].

6 More details on this are in [152].
more prominent in the work of Bohm in the 1980s and later also in Hiley’s work [31–33], who is still pursuing this line of research [114].

So why did neither Pool’s work nor that by the Geneva School Mark III ever have any real impact? As discussed in great detail in [151], the entire Geneva School program only makes sense when considering “isolated systems” on which we can perform the experiments. This immediately makes it inappropriate to describe a system in interaction with another one. This is a notorious flaw of most quantum logic programs, which all drastically failed in providing a convincing abstract counterpart to the Hilbert space tensor product. In the approach outlined in this chapter, we consider an abstract counterpart to the Hilbert space tensor product as primitive. It encodes how systems interact with other systems; so, rather than explicitly given, its character is implicitly encoded in the structure on processes.

Today, the measurement-based quantum computational model (MBQC) poses a clear challenge for a theory of processes. MBQC is one of the most fascinating quantum computational architectures, and it relies on the dynamics of the measurement process for transforming the quantum state.7 By modeling quantum process interaction in a dagger compact closed category, in [6, 43] Abramsky and this author trivialized computations within the Gottesman–Chuang logic-gate teleportation MBQC model [97]. The more sophisticated Raussendorf–Briegel one-way MBQC model [163, 164] was accounted for within a more refined categorical setting by Duncan, Perdrix, and this author [48, 62, 79, 80].

2.2.3 Systems from Processes

Less structurally adventurous than the Ludwig School, the Foulis–Randall School, and the Geneva School are the C*-algebra disciples, who prefer to stick somewhat closer to good old Hilbert space quantum mechanics. This path was again initiated by von Neumann after denouncing Birkhoff–von Neumann–style quantum logic.8 A highlight of the C*-algebraic approach is AQFT [99, 100, 102], attributable mainly to Haag and Kastler. In contrast with most other presentations of quantum field theory, not only is AQFT mathematically solid, but it also has a clear conceptual foundation.

This approach takes as its starting point that every experiment takes place within some region of spacetime. Hence, to each spacetime region R9, we assign the C*-algebra A(R) of all observables associated to the experiments that potentially could take place in that region.10 Although quantum field theory does not support the quantum mechanical notion of system attributable to the creation and annihilation of particles,

7 Recently, Rau realized a reconstruction of Hilbert space based on a set of axioms that takes the fact that the one-way measurement-based quantum computational model can realize arbitrary evolutions as its key axiom [162] and proposes this dynamics-from-measurement processes as a new paradigm for quantum foundations.

8 For a discussion of the what and the why of this, we refer the reader to Rédei [165].

9 Which is typically restricted to open diamonds in Minkowski spacetime.

10 It is a natural requirement that inclusion of regions R ⊆ R′ carries over to C*-algebra embeddings A(R) ⊆ A(R′) because any experiment that can be performed within a certain region of spacetime can also be performed within a larger region of spacetime. The key axiom of AQFT is that spacelike separated regions correspond to commuting C*-algebras. All of these C*-algebras are then combined in a certain manner to form a giant C*-algebra A. The connection with spacetime is retained by a mapping that sends each spacetime region...
AQFT reintroduces by means of regions of spacetime and associated algebras of observables a meaningful notion of system \((R, A(R))\).\(^{11}\)

In [41], \(C\text{-}\text{algebras} also provided an arena for Clifton, Bub, and Halvorson to address Fuchs’s and Brassard’s challenge to reconstruct the quantum mechanical formalism in terms of information-theoretic constraints [38, 91, 92]. Meanwhile, it has been recognized by at least one of the authors that most of the work in this argument is done by the \(C\text{-}\text{algebra} structure rather than by axioms [101]; hence, a more abstract mathematical arena is required.

### 2.2.4 The Logic of Interacting Processes

What does it mean to have two or more systems? That is, what is “\(A and B\)”:

1. I have a choice between \(A\) and \(B\).
2. I have both \(A\) and \(B\).
3. I have an unlimited availability of both \(A\) and \(B\).

Developments in logic have started to take account of these sorts of issues. In particular, Girard’s \textit{linear logic} [1, 8, 94, 178] (which originated in the late 1980s) makes the difference between either having the availability of one of two alternatives or having both alternatives available.\(^{12}\) The first of the two conjunctions in linear logic, the \textit{nonlinear} conjunction, is denoted by \&; the second one, the \textit{linear} conjunction, is denoted by \(\otimes\). The difference is

\[
A \vdash A \& A \quad A \& B \vdash A \quad \text{while} \quad A \not\vdash A \otimes A \quad A \otimes B \not\vdash A.
\]

That is, in words, from the fact that \(A\) (resp. \(A \& B\)) holds, we can derive that also \(A \& A\) (resp. \(A\)) holds; but, from the fact that \(A\) (resp. \(A \otimes B\)) holds, we cannot derive that also \(A \otimes A\) (resp. \(A\)) holds. Hence, the linear conjunction treats its arguments as genuine \textit{resources}; that is, they cannot freely be copied or discarded. It is a \textit{resource-sensitive} connective.

From a naive \textit{truth-based} view on logic, where \(A\) merely stands for the fact that this particular proposition holds, the failure of the last two entailments might look weird. However, a more modern view on logic is obtained in terms of \textit{proof theory}. In this perspective, \(A\) stands for the fact that one possesses a proof of \(A\), \(A \otimes B\) stands for the fact that one possesses a proof of \(A\) and a proof of \(B\), and \(A \otimes A\) stands for the fact that one possesses two proofs of \(A\).

on the corresponding sub-\(C\text{-}\text{algebra} of \(A\), and the embeddings of \(C\text{-}\text{algebras} now become themselves inclusions.

\(^{11}\) Compact closed categories play a key role within AQFT [74, 75, 102], but their role in AQFT is conceptually totally different from this role in our framework. The natural manner to recast AQFT as a monoidal category, somewhat more in the spirit of the developments of this chapter, would be to replace the \(C\text{-}\text{algebra} \(A\) by a monoidal category with the sub-\(C\text{-}\text{algebras of } A\ as the objects, and completely positive maps as morphisms, subject to some technical issues to do with the nonuniqueness of the tensor product of \(C\text{-}\text{algebras}.

\(^{12}\) Since its birth, linear logic not only radically changed the area of logic, but it also has immediately played a very important role in computer science and still does [82]. The first occurrence of linear logic in the scientific literature was in Lambek’s mathematical model for the grammar of natural languages [136] in the 1950s.
In proof theory, propositions mainly play a supporting role. What is of particular interest in proof theory is the dynamics of proofs: how to turn a long proof into a short one, how to eliminate lemmas, and so forth. In other words, the derivation process (i.e., proof) is the key player, and it is all about how proofs compose to make up another proof. The mathematical arena where all this takes place is that of closed symmetric monoidal categories (e.g., [169]).

One indeed can take the view that “states” stand to “systems” in physics as “proofs” stand to “propositions” in logic. “Physical processes” that turn a system into another in physics then correspond to “derivation processes” of one proposition into another in logic. In this view, systems serve mainly as things along which physical processes can be composed, a view that we shall adopt here.

2.2.5 Processes as Relations

Once one considers processes and their interactions as more fundamental than systems themselves, one enters the realm of relationalism.

One well-known recent example of relationalism is Barbour and Bertotti’s take on relativity theory in terms of Mach’s principle [17], which states that inertia of a material system is meaningful only in relation to its interaction with other material systems [142]. Rovelli’s relational interpretation of quantum theory [167] considers all systems as equivalent—hence, not subscribing to a classical-quantum divide—and all information carried by systems as relative to other systems. Here, we will also adopt this relational view on physics.

One thing that relationalism provides is an alternative to the dominant “matter in spacetime” view on physical reality by taking spacetime to be a secondary construct. What it also does is relax the constrains imposed by no-go theorems on accounts of the measurement problem [95, 121, 131]. For example, if a system’s character is defined by its relation to other systems, contextuality—rather than being something weird—becomes not just perfectly normal but also a fundamental requirement for a theory not to be trivial.

The main problem with relationalism seems to be that although it is intuitively appealing, there is no clear formal conception. This is where category theory [83] provides a natural arena, in that it abstracts over the internal structure of objects (cf. the properties of a single physical system) and instead considers the structure of morphisms between systems (cf. how systems relate to each other). Monoidal categories [25, 146], moreover, come with an intrinsic notion of compound system. In their diagrammatic incarnation, these categories translate “being related” into the topological notion of “connectedness.” The “nonfree” part of the structure then provides the modes in which things can be related. It seems to us that the dagger compact symmetric monoidal

---

13 It is a common misconception that the Kochen–Specker theorem [131], (1967) would be in any way the first result of its kind. It is, in fact, a straightforward corollary of Gleason’s theorem in 1957 [95], and a crisp, direct no-go theorem was already provided in 1963 by Jauch and Piron [121]. A discussion of this is in Belinfante’s book [24].

14 Obviously, this paragraph may be for many the most controversial, challenging, or interesting one in this chapter. They probably would have liked to see more on it. We expect to do this in future writings once we have obtained more formal support for our claims.
structure [7,170] in particular provides a formal counterpart to the relational intuition. A more detailed and formal discussion of this issue is in Section 2.4.4.

### 2.2.6 Mathematical Rigor

One of the favorite activities of operationalists is to reconstruct quantum theory by imposing reasonable axioms on families of experimental situations. Some recent examples of such reconstructions are [66, 104, 162].

This tradition was initiated by Mackey [143] around 1957, with Piron’s 1964 theorem as the first success [157]. The different attempts vary substantially in terms of their mathematical guise, in that some reconstructions start from the very foundations of mathematics (e.g., [157], [158], [173]), whereas others will take things like the real continuum as God-given in order to state the axioms in a very simple language (e.g., [104]). Quoting Lucien Hardy on this [104]:

> Various authors have set up axiomatic formulations of quantum theory, […] The advantage of the present work is that there are a small number of simple axioms, […] and the mathematical methods required to obtain quantum theory from these axioms are very straightforward (essentially just linear algebra).

Quoting Tom Yorke, singer of the Oxford-based band Radiohead [161], “Karma Police, arrest this man. He talks in Maths.”

It is an undeniable fact that mathematical rigor is one of the key cornerstones of science. But, on the other hand, very important science has been developed long before there existed anything like a foundation of mathematics. Even in recent history, scientific progress was possible only by not subscribing to mathematical rigor, of which the problem of renormalization in quantum field theory is the most prominent witness, even leading to a Nobel Prize.

Ultimately, this boils down to the respect one gives to mathematics. Roughly put, is mathematics an a priori given thing that we can use to formulate our theories of physics, or is it something secondary that intends to organize our experiences—be it when reasoning, exploring nature, or whatever—and that should be adjusted to cope with our evolving spectrum of experiences? Simpler put, do we serve mathematics or does mathematics serves us?

Our approach is to assume a physical reality, with the things “out there” truly happening. We consider certain physical primitives—namely, relations and composition thereof. These primitives come with a notion of “sameness,” which will play the role of equality—that is, it will tell us when compositions of relations are equal.\(^{15}\) As a second step, we try to match these physical primitives with a mathematical structure—namely, particular kinds of categories. This, despite the great flexibility of category theory, will come at a certain cost.

\(^{15}\) Let us mention that currently, even within the foundations of mathematics, we do not really know for what the sign “=” stands. In universal algebra, it is a binary predicate, but once one goes beyond classical logic, this breaks down. In first-order logic, equality is a distinguished binary relation. In higher-order logic, it is given by Leibniz identity, which identifies things with the same properties [137]. In Martin-Löf-type theory [150] and Bishop-style constructive mathematics [28], one uses yet again other notions of equality. In categorical logic [119], several options are still being explored. Credits for this concise summary go to Phil J. Scott.
In our view, Hilbert’s proposal to *axiomatize physics*\(^\text{16}\) is a very different ball game than *axiomatizing mathematics*,\(^\text{17}\) something that also proved to be a far more delicate business than one imagined at first.

Our goal is also quite different from that of the reconstructionists. Rather than reproducing quantum theory with a set of reasonable axioms, our goal is to reproduce as much as possible physical phenomena with as little as possible “structural effort” or “axiomatic compromise,” thereby providing a flexible setting that may be better adjusted to the theories of the future.

### 2.2.7 The Continuous or the Discrete?

In the light of future theories of quantum gravity, it has been argued that we may have to abandon our reliance on the continuum, be it either with respect to the structure of the space of states, spectra of observables, spacetime, or even probability valuation. Quoting Isham and Butterfield [118]:

...the success of [the edifice of physics] only shows the “instrumentalist utility” of the continuum—and not that physical quantities have real-number values... there is no good *a priori* reason why space should be a continuum; similarly, *mutatis mutandis* for time.

...limiting relative frequency interpretation seems problematic in the quantum gravity regime... for the other main interpretations of probability—subjective, logical or propensity—there seems to us to be no compelling *a priori* reason why it should be real numbers.

Once one abandons the continuum as a mathematical default, we need a paradigm or mechanism either to reproduce it or by which to replace it.

One option is “spaces without points,” which has both a topological and geometric incarnation, respectively called *locales* and *frames* [123].\(^\text{18}\) These spaces have been used both to model spectra as well as truth-values in the so-called topos approach to physical theories, which rose to prominence some ten years ago with the still ongoing work of Isham, collaborators, and followers.\(^\text{19}\) Both the locales/frames as well as topos theory also provide a mathematical foundation for intuitionistic logic [124, 181]. In all of their guises, they have been particularly popular among computer scientists.

Also popular among computer scientists are discrete combinatorial spaces. In fact, computer scientists proposed various discrete spacetime structures [138, 156] well before physicists did so (e.g., Sorkin et al. [35]).

\(^\text{16}\) Cf. Hilbert’s sixth problem [166].
\(^\text{17}\) Cf. Hilbert’s second problem on the consistency of axiomatic arithmetic [166]. Gödel later showed that this issue cannot be settled within arithmetic itself [96].
\(^\text{18}\) Locales and frames are a beautiful example of how the nature of a mathematical structure can change merely by changing the nature of its relation to other structures of the same kind rather than by changing the structure itself: in category theoretic terms, locales and frames are exactly the same objects, but they live in a different category; one obtains the category of locales simply by reversing the direction of the arrows in the category of frames.
\(^\text{19}\) The first work in this area seems to be by Adelman and Corbett in 1993 [9, 10].
Our setting is flexible enough to accommodate both perspectives. For example, a topos gives rise to a so-called alegory of generalized relations [90], and similar categories arise when organizing combinatorial species [87, 125, 126].

In fact, even at a much more basic level, categories abstract over concrete well-pointed spaces, by abstracting over the actual structure of objects. They obviously also immediately provide a rich variety of combinatorial structures in that they themselves always form a graph.

### 2.3 Systems ← Relations ← Composition

We mentioned that operational approaches appeal to our everyday experiences or some easy-to-grasp generalization thereof. Also, here we make some reference to our perceptions but at a much more abstract level than in all of the aforementioned examples. Not measurement devices, or probabilities, or propositions, or classical mechanics concepts such as three-dimensional space, or concrete observables such as position, or the real continuum play any role.

We assume as primitive a flexible notion of system, a very general notion of relation between these, and two modes of composition of the latter, one that typically imposes dependencies between the processes that one composes and one that excludes dependencies. In graphical terms, these correspond with the primal topological distinction between “connected” and “disconnected,” cf.:

\[
\begin{array}{c}
\text{connected } \sim \\
g \\
\text{disconnected } \sim \\
f \\
f_1 \\
f_2
\end{array}
\]

Within our approach, which models how relations compose to make up other relations, systems play the role of the “plugs” by means of which we can create dependencies between relations in one of the two modes of composition.

So it is in “bottom-up” order in which we introduce the basic concepts

\[
\text{systems } \rightarrow \text{relations } \rightarrow \text{composition}
\]

to appeal to the reader’s intuition; the most important concept is composition. Relations are then those things that we can compose, and systems are the things along which we can compose these relations in a dependent manner.

This top-down view may seem to go in the opposite direction of a physicist’s reductionist intuition. Nonetheless, it is something with which the physicist is well acquainted. For symmetry groups, it is not the elements of the group that are essential, but the way in which they multiply (\(\sim\) compose) because the same set of elements may, in fact, carry many different group structures. In a similar manner that group structure conveys the shape of a space, the composition structure on relations will convey the “shape” of the “universe of processes.”

In support of the reader’s intuition, we refer to “properties” of a system when discussing concepts, but this has no defining status whatsoever. For this discussion, we inherit the “actual” versus “potential” terminology from the Geneva School, the first
saying something about the state of the system, the second saying something about the system itself.

### 2.3.1 Systems

So the prime purpose of a notion of system is to support the notion of a relation, systems being those things along which relations can be composed.

More intuitively, by a system, we mean something identifiable about which we can pose questions and, hence, about which it makes sense to speak about “properties.” It is the latter that are usually stated relative to our world of experiences. This, however, does not mean that a system is completely determined by what we consider to be its actual properties, nor does it mean that there necessarily exists an experiment by means of which we can verify these.\(^{20}\) An example of a system that is not completely determined by its actual properties is one that is part of a larger system—that is, when considering “parts of a larger whole.”

We denote systems by \(A, B, C, \ldots\)

**Example: Quantum Systems.** Quantum systems are the entities that we describe in Hilbert space quantum theory (e.g., position, momentum, or spin). Here, systems that are not completely determined by their actual properties are those described by density operators, which arise from a lack of knowledge as well as by tracing out part of a compound system. The need for a concept of system that is not characterized in terms of its actual properties becomes even more important in the case of quantum field theory, where we want to be able to consider what is relevant about the field for a certain region of spacetime.

**Example: AQFT and Beyond.** In AQFT, the systems are the \(C^*\)-algebras associated to a region of spacetime \([99, 102]\). So a system is a pair \((R, A(R))\), where \(R\) is a region of spacetime and \(A(R)\) represents the observables attributed to that region. This idea of a pair consisting of a spacetime region and another mathematical object that encodes observables can be generalized to other manners of encoding observables—for example, in terms of *observable structures*—that is, special commutative dagger Frobenius algebras (see later) on an object in a dagger symmetric monoidal category (see later) as is done in categorical quantum mechanics \([58, 60, 61]\). These two perspectives are not that far apart, given that Vicary has shown \([180]\) that finite dimensional \(C^*\)-algebras are precisely the noncommutative generalizations of observable structures in the dagger symmetric monoidal category \(FHilb\) (see later).

By \(I\), we denote the system that represents everything that we do not explicitly consider within our theory. One may refer to this as the *environment*—that is, what is not part of our domain of consideration. Intuitively put, it is the system that represents

---

\(^{20}\) There are many things we can speak about without being able to set up an experiment, for example, simply because the technology is not (yet) available. One could consider speaking in terms of hypothetical or idealized experiments, but we do not know the technologies of the future yet. These will be based on theories of the future, and because crafting these theories of the future is exactly the purpose of this framework, guessing would lead to a circularity.
everything to which we do not attribute any properties whatsoever. Formally, it will play the role of the “trivial system” in that composing it with any other system \( A \) will yield that system \( A \) itself. Obviously, what is considered as \( I \) may in part be a cognitive decision, or a technological constraint, or it may be a fundamental physical principle. Here, these interpretational issues do not matter. What does matter is that there is a domain of consideration and that everything else falls under the umbrella of \( I \).

**Example: Open Systems.** In open systems theory (e.g., [68], [133]), \( I \) stands for the environment. In quantum theory, it is \( I \) that is responsible for decoherence. Sections 2.4.5 and 2.5 elaborate on this issue in great detail.

Our account on systems as “a bag of things” may sound naive and, indeed, it is. A more realistic account that involves the notion of subsystem is discussed in Section 2.3.4. This will require that we first introduce some other concepts.

We denote “system \( A \) and system \( B \)” by \( A \otimes B \). The precise meaning of \( A \otimes B \) will become clear later from what we mean by composition of processes. In particular, we will see that \( A \) and \( B \) in \( A \otimes B \) will always be independent and, hence, distinct; that is, we cannot conjoin a system with itself.

The notation \( A_1 \otimes A_2 \) (wrongly) indicates that \( A_1 \) and \( A_2 \) are ordered. This is an unavoidable artifact of the one-dimensional linear notation that is employed in most natural languages as well as in most mathematical notation. Hence, \( A_1 \otimes A_2 \) is to be conceived as “a set of two systems” rather than as “an ordered pair of two systems.”

**Example: AQFT and Beyond.** AQFT considers an inclusion order on diamond-shaped regions, which carries over on inclusion for \( C^* \)-algebras. Intuitively, the joint system would consist of the union of the two regions and the corresponding union of \( C^* \)-algebras, at least in the case that the regions are spacelike separated. But two regions do not make up a diamond anymore, so this naive notion of system \( A \) and system \( B \) would already take one beyond the AQFT framework. An article on this subject is in preparation by this author and Abramsky, Blute, Comeau, Porter, and Vicary [4].

2.3.2 Processes and Their Composition

Processes are relations that carry the “genuine physical substance” of a theory. They are those entities that we think of as actually “happening” or “taking place” (as opposed to; the symmetry relations discussed in Section 2.3.5). They arise by “orienting” a relation, that is, by assigning input/output roles to the systems it relates; that is, it is a relation that “happens” within a by-us perceived causal structure (cf. a partial ordering or, more generally, a directed graph).

Intuitively, a process embodies how properties of system \( A \) are transformed into those of system \( B \). The environment may play an important role in this.

---

21 For example, the disciples of the so-called church of the larger Hilbert space seem to believe that system \( I \) could always be eliminated from any situation in quantum theory.
The type of a process is the specification of the input system $A$ and the output system $B$, denoted as $A \rightarrow B$. We call $A$ the input and $B$ the output of the process. Processes themselves are denoted as $f : A \rightarrow B$.

**Example: Operations.** Processes can be the result of performing an operation on a system $A$ to produce system $B$ (e.g., measuring, imposing evolution, or any other kind of experimental setup). Our whole framework could be given a more radical operational connotation by restricting to processes arising from operations. It would then match Hardy’s recent proposal [108].

**Example: Quantum Processes.** These processes include state preparations, evolutions, demolition and nondemolition measurement processes, and so forth.

**Example: Deinstrumentalizing Geneva School Mark II.** One can modify the Geneva School Mark II approach by replacing the experimental projects with any process $f$ that may cause a particular other process $f_{yes}$ to happen thereafter. Roughly put: a property of a system would then be an equivalence class of those processes that cause $f_{yes}$ to happen with certainty.

The trivial process from system $A$ to itself is denoted by $1_A : A \rightarrow A$. It “happens” in the sense that it asserts the existence of system $A$, and it trivially obeys causal order. These trivial processes are useful in that they provide a bridge between systems and processes by associating to each system a process.

For all other nontrivial processes, the input and the output are taken to be nonequal (i.e., if the type of a process is $A \rightarrow A$, then it is [equal to] $1_A$).

By a state, we mean a process of type $I \rightarrow A$; and by an effect, we mean a process of type $A \rightarrow I$. What is important for a state is indeed what it is, and not its origin, that can consequently be comprehended within $I$.

By a weight, we mean a process of type $I \rightarrow I$.

### 2.3.2.1 Sequential Composition

The sequential or causal or dependent composition of processes $f : A \rightarrow B$ and $g : B \rightarrow C$ is the process that relates input system $A$ to output system $C$. We denote it by:

$$g \circ f : A \rightarrow C.$$  

We will also refer to $g \circ f$ as “$g$ after $f$” or as “first $f$ and then $g$.”

**Example: Operations.** For processes resulting from operations, $g \circ f$ is the result of first performing operation $f$ and then performing operation $g$. The operations corresponding to states are preparation procedures.

**Example: Weights as Probabilities.** When we compose a state $\psi : I \rightarrow A$ and an effect $\pi : A \rightarrow I$, then the resulting weight $\pi \circ \psi : I \rightarrow I$ can be interpreted as the probability of the sequence “$\pi$ after $\psi$” to happen. That a projective measurement effect in quantum theory may be impossible for certain states and certain for others boils down to $\langle \phi | \circ | \psi \rangle = 0$ while $\langle \phi | \circ | \phi \rangle \neq 0$ for $| \psi \rangle \perp | \phi \rangle$. More generally, these weights can articulate likeliness of processes.
2.3.2.2 Separate Composition

The separate or acausal or independent composition of processes \( f_1 : A_1 \to B_1 \) and \( f_2 : A_2 \to B_2 \) is the process that relates input system \( A_1 \otimes A_2 \) to output system \( B_1 \otimes B_2 \). We denote it by:

\[
f_1 \otimes f_2 : A_1 \otimes A_2 \to B_1 \otimes B_2.
\]

The key distinction between sequential and separate composition in terms of “dependencies” between processes is imposed by the following constraint.

2.3.2.3 Independence Constraint on Separate Composition

A process is independent from any process to which it is not “connected via sequential composition,” and the same holds for the systems that make up the types of these processes, with the exception of the environment \( I \). In particular, within the compound process \( f \otimes g \), the processes \( f \) and \( g \) are independent.

We precisely define what we mean by “connected via sequential composition” in Section 2.3.3 by relying on the topological notion of “connectedness.” The spirit of this constraint is that causal connections can be established only via dependent composition, not by means of separate composition.

Example: Operations. When considering processes resulting from operations, \( f_1 \) and \( f_2 \) in \( f_1 \otimes f_2 \) are realized by two independent operations. This means that the setup in which one realizes one operation should be sufficiently isolated from the one that realizes the other operation.

The independence of \( f_1 \) and \( f_2 \) in \( f_1 \otimes f_2 \) imposes independence of \( A_1 \) and \( A_2 \) in \( A_1 \otimes A_2 \) and of \( B_1 \) and \( B_2 \) in \( B_1 \otimes B_2 \), which indeed forces \( A_1 \) and \( A_2 \) in \( A_1 \otimes A_2 \) and \( B_1 \) and \( B_2 \) in \( B_1 \otimes B_2 \) always to be distinct.

Example: AQFT. For intersecting regions \( R \) and \( R' \), the systems \((R, A(R))\) and \((R', A(R'))\) are obviously not independent. Neither are they for regions \( R \) and \( R' \) that are causally related.

In \( f_1 \otimes f_2 \), the two processes have to be independent, but this does not exclude that via causal composition with other processes dependencies can emerge.

Example: Quantum Entanglement. Although two quantum processes \( f_1 : A_1 \to B_1 \) and \( f_2 : A_2 \to B_2 \) are independent in \( f_1 \otimes f_2 \), it may, of course, be the case that because of common causes in the past measurements on their respective output systems, \( B_1 \) and \( B_2 \) may expose correlations. In that case, we are in fact considering \((f_1 \otimes f_2) \circ |\Psi\rangle\) where \( |\Psi\rangle : I \to B_1 \otimes B_2 \). In this case, as we shall see, \( B_1 \) and \( B_2 \) are connected via sequential composition.

Note that the exception of \( I \) in the independence constraint allows for

\[
A \otimes I = A,
\]

which affirms that the environment may always play a certain role in a process.
On a more philosophical note, within our setting, the independence constraint replaces the usual conception of sufficient isolation within the scientific method [151, 159]: we do not assume that systems or processes are sufficiently isolated, but our formal vehicle, which represents when we compose them implicitly, requires that they are independent, the environment excluded.

Now consider the four processes:

\begin{align*}
f_1 : A_1 &\rightarrow B_1 \\
f_2 : A_2 &\rightarrow B_2 \\
g_1 : B_1 &\rightarrow C_1 \\
g_2 : B_2 &\rightarrow C_2
\end{align*}

(2.1)

Note that causal composition of the processes \(f_1 \otimes f_2\) and \(g_1 \otimes g_2\) resulting from separate composition, which implies matching intermediate types, is well defined because \(B_1\) and \(B_2\) will always be taken to be distinct in \(B_1 \otimes B_2\). But there is another manner in which we can compose these processes to make up a whole of type \(A_1 \otimes A_2 \rightarrow C_1 \otimes C_2\)—namely, by separate composition of \(g_1 \circ f_1\) and \(g_2 \circ f_2\). Although symbolically these two compounds are represented differently, physically they represent the same overall relation; hence the following.

### 2.3.2.4 Interaction Rule for Compositions

For processes (2.1), we have

\[(g_1 \circ f_1) \otimes (g_2 \circ f_2) = (g_1 \otimes g_2) \circ (f_1 \otimes f_2).\]

Similarly, for systems \(A_1\) and \(A_2\), we also have

\[1_{A_1} \otimes 1_{A_2} = 1_{A_1 \otimes A_2}.\]

### 2.3.2.5 Nonisolated Systems and Probabilistic Weights of States

The natural way to assert inclusion of nonisolated (or open) systems within a theory of processes is in terms of a particular kind of process

\[\top_A : A \rightarrow I\]

that “feeds” a system into the environment \(I\) and hence explicitly realizes such a nonisolated system. Feeding a system \(A\) into the environment can be achieved by taking a process \(f : A \rightarrow B\) and by then “deciding” to consider \(B\) as part of the environment \(I\). As was the case for \(I\), these feeding-into-the-environment processes may involve a cognitive component.

What characterizes such a feed-into-environment process? First, it is easily seen that we can always set

\[\top_{A \otimes B} := \top_A \otimes \top_B \quad \text{and} \quad \top_I := 1_I.\]

Second, it should be allowed to happen with certainty, independently on the state of the system, as opposed to, for example, the projective measurement effects in quantum theory already discussed. Denoting weights by \(W\), given a measure that assigns weights to each process, in particular to states \(S\),

\[|\cdot| : S \rightarrow W,\]
a feed-into-environment process $T_A$; should be such that applying it leaves the weight of the state it is applied to invariant, that is, concretely,

$$T_A \circ \psi = |T_A \circ \psi| = |\psi|$$

(2.2)

for all states $\psi : I \to A$, where the first equality merely says the weight of a weight is itself. But (2.2) can now also be dually interpreted: feed-into-environment processes are characterized in that they provide the measure for assigning weights to states, by postcomposing states with them.

**Example: Traces and Probabilities in Quantum Theory.** In quantum theory, the completely positive maps that trace out spaces play the role of the feed-into-environment processes:

$$tr_\mathcal{H} :: \rho_\mathcal{H} \mapsto \sum_i \langle i | \rho_\mathcal{H} | i \rangle.$$ 

These, indeed, stand for ignoring part of a system as well as for measuring the overall probability of a nonnormalized density matrix. Note in particular that these are the only completely positive maps that satisfy (2.2) for every possible state. In the language of Chiribella et al. [40], $tr_\mathcal{H}$ is the unique deterministic effect on $\mathcal{H}$.

### 2.3.3 Graphical Representation of Processes

The preceding specified data can be given a diagrammatic representation:

That is,

- a process is represented by a box with inputs and outputs
- $- \circ -$ is represented by connecting outputs to inputs
- $- \otimes -$ is represented by not connecting boxes

The object $I$ will be represented by “no wire” and

$$\psi \equiv \downarrow : I \to A \quad \pi \equiv \triangle : A \to I \quad \omega \equiv \varnothing : I \to I.$$ 

What is particularly nice in this graphical representation is that the interaction rule automatically holds because translating both its left-hand side and its right-hand side into the graphical calculus both result in the same:

$$(g_1 \circ f_1) \otimes (g_2 \circ f_2) = (g_1 \otimes g_2) \circ (f_1 \otimes f_2) \iff g_1 \circ f_1 \otimes g_2 \circ f_2 = g_1 \otimes g_2 \circ f_1 \otimes f_2$$
This shows also that the interaction rule is, in fact, nothing more than an artifact of one-dimensional symbolic notation!

Here is the definition we promised earlier:

**Definition.** Two processes are connected via sequential composition if, in the graphical representation, they are topologically connected.

There also is a direct translation of this graphical representation of processes to directed graphs and vice versa. The rules to do this include

- processes (i.e., boxes, triangles, diamonds, and so on) become the nodes
- systems (i.e., wires between boxes) become directed edges, with the direction pointing from what used to be an output to an input

Such a directed graph makes the underlying causal structure on processes explicit. The following is an example:

![Diagram](image)

In this example, all processes are connected via sequential composition because the picture is, as a whole, connected.

Special processes can be give special notations, for example, a feed-into-environment process \( \top C : C \to I \) could be denoted as

\[
\top C \equiv \hat{\top} \quad \text{so} \quad (1_B \otimes \top C) \circ f = \begin{array}{c}
\end{array}
\]

for \( f : A \to B \otimes C \).

In two-dimensional graphical language, as is the case for symbolic notation, systems appear in a certain order (cf. from left to right), which has no direct ontological counterpart. However, in the graphical notation, this order can be exploited to identify distinct systems in terms of their position within the order, hence, in part omitting the necessity to label the wires. More on this follows. One can, of course, also think of these pictures as living in three dimensions rather than in two dimensions or some even more abstract variation thereof. One calls graphs that exploit a third dimension *nonplanar* [171]. Planar graphs are subject to Kuratowski’s characterization theorem [134].

### 2.3.4 Physical Scenarios, Snapshots, and Subsystems

A physical scenario is a collection of processes together with the composition structure in which they happen. By the resolution of a scenario, we mean the resulting overall
process. A scenario comprises more information than its resolution in that it also comprehends the manner in which the overall process is decomposed in subprocesses. Obviously, the selection of a particular scenario that has a given process as its resolution has no actual physical content but is merely a subjective choice of what to consider as the parts of a whole.

Given such a physical scenario, one can consider a subset of the systems appearing within it, neither of which are causally related (e.g., those connected by the hand-drawn line in the following picture):

We call such a collection of systems appearing in a scenario a snapshot.

Note that it is not excluded that snapshots resulting from distinct scenarios are the same; for example, the hand-drawn line represents a snapshot both for the restriction of the boxes to those with a white cross as well as for the restriction to those with a black cross.

**Example: Relativistic Causal Histories.** These snapshots are Hardy’s “systems” within his instrumental framework [108, 109]. In turns, these generalize Blute, Panangaden, and Ivanov’s “locative slices” within their framework, which endows standard quantum mechanical operations with a causal ordering [30, 153]. A dual point of view was earlier put forward by Markopoulou [148].

These snapshots are indeed systems as much as any other system. But, as mentioned at the very beginning of this chapter, they are no longer the primal physical concept, but rather they are things along which we “decide” to decompose processes. It is the resolution of the snapshot that is physically the only primal concept.
Note that there exists a partial order on systems in terms of inclusion of snapshots. For example,

This in particular implies that “being nonequal” for systems—for example in \( A \otimes B \)—does not capture independence. In mathematical terms, it should be replaced by disjointness within the Boolean algebra structure arising from these snapshots. We are developing on formal account on this along with Lal [52].

### 2.3.5 Symmetry Relations

Unlike processes, symmetry relations do not represent actual “happenings,” neither do they have to respect any by us perceived causal structure. Rather, they will enable one to express structural properties (i.e., symmetries) of the processes that make up the physical universe, in a manner similar to how the Galileo–Lorentz group conveys the shape of spacetime. But rather than being a structure on processes, in our approach they will interact with processes in the same manner as processes interact with each other, in terms of \( \circ \) and \( \otimes \), so that we can treat them as “virtual processes” within an “extended universe” that consists not only of processes but also of symmetry relations, as well as the relations arising when composing these. The interaction of processes and symmetry relations would, for example, embody how usually dynamics is derived in terms of representations of the Galileo–Lorentz group. Here, such a virtual process could, for example, be a Lorentz boost along a spacelike curve.

Intuitively, symmetry relations relate properties of one system to those of another system, and because the content carried by a process is how properties of system \( A \) are transformed in those of system \( B \), it indeed makes perfect sense to treat processes and symmetry relations on the same footing. Consequently, we can extend dependent composition to symmetry relations, but it obviously loses its causal connotation. Also, separate composition can evidently be extended to symmetry relations, separation now merely referring to some formal independence. Consequently, we can also still speak of scenarios and snapshots.

For some, the distinction between process and symmetry relation might seem somewhat artificial. But this would, in fact, advocate our framework even more.

**Example: Active and Passive Rotations in Classical Mechanics.** In classical mechanics, rotations of a rigid body are “processes” modeled in \( SO(3) \), whereas the \( SO(3) \) fragment of the Gallilei group consists of “symmetry relations,” which assert the rotational symmetry of three-dimensional Euclidean space.
**Example: Inverses to Processes.** We define an inverse to a process \( f : A \to B \) as the symmetry relation \( f^{-1} : B \to A \), which satisfies
\[
f^{-1} \circ f = 1_A \quad \text{and} \quad f \circ f^{-1} = 1_B.
\] (2.3)

It immediately follows that such an inverse, if it exists, is unique.

**Example: Identical Systems.** How can we describe distinct but “identical” systems? A pair of systems \( A_1 \) and \( A_2 \) is identical if it comes with a pair of mutually inverse relations \( 1_{A_1,A_2} : A_1 \to A_2 \) and \( 1_{A_2,A_1} : A_2 \to A_1 \). Explicitly,
\[
1_{A_2,A_1} \circ 1_{A_1,A_2} = 1_{A_1} \quad \text{and} \quad 1_{A_1,A_2} \circ 1_{A_2,A_1} = 1_{A_2}.
\]

Let \( f : C \to A_1 \) and \( g : A_1 \to C \) be any processes. We set
\[
F_{A_1,A_2} f := 1_{A_1,A_2} \circ f \quad \text{and} \quad G_{A_1,A_2} g := g \circ 1_{A_2,A_1}.
\] (2.4)

These can also be represented in a commutative diagram [145, 147]:

that is, a diagram in which any two paths that go from one system to another are equal.

It also follows that
\[
F_{A_2,A_1} F_{A_1,A_2} f = f \quad \text{and} \quad G_{A_2,A_1} G_{A_1,A_2} g = g.
\]

Intuitively, the relations \( 1_{A_1,A_2} \) and \( 1_{A_2,A_1} \) identify the potential properties of systems \( A_1 \) and \( A_2 \) and do this in a mutually inverse manner because of \( 1_{A_1,A_2} \circ 1_{A_2,A_1} = 1_{A_2} \) and \( 1_{A_2,A_1} \circ 1_{A_1,A_2} = 1_{A_1} \). The assignments \( F_{A_1,A_2} (\cdot) \) (respectively \( G_{A_1,A_2} (\cdot) \)) and \( F_{A_2,A_1} (\cdot) \) (respectively \( G_{A_2,A_1} (\cdot) \)) identify processes involving \( A_1 \) and \( A_2 \) as output (respectively input) in a similar manner.

**Example: Identical Processes.** We leave it to the reader to combine the notion of inverse and that of identical systems into identical processes.

**Example: Bosonic States.** The symmetric states
\[
\Psi : I \to A_1 \otimes \cdots \otimes A_n,
\]
which describe nonisolated bosons, can now be defined. For any permutation,

$$\sigma : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}$$

we have

$$(1_{A_1,A_{\sigma(1)}} \otimes \cdots \otimes 1_{A_n,A_{\sigma(n)}}) \circ \Psi = \Psi; \quad (2.5)$$

that is, when permuting the roles of the (identical) systems that make up the joint system, then that state should remain invariant. Graphically, we represent the symmetry relation $1_{A_1,A_{\sigma(1)}} \otimes \cdots \otimes 1_{A_n,A_{\sigma(n)}}$ induced by the permutation $\sigma$ as “re-wiring” according to $\sigma$, for example,

$$1_{A_1,A_3} \otimes 1_{A_2,A_1} \otimes 1_{A_3,A_4} \otimes 1_{A_4,A_2} \equiv \begin{array}{c}
\text{The dotted box and the “≃”-sign refer to the fact that the wires are different from}\n\text{those we have seen so far, which represented systems. Here, they encode a relation that}\n\text{changes systems. Equation (2.5) now becomes}\n\end{array}$$

$$\Psi \equiv \begin{array}{c}
\text{We indeed now truly exploit the fact that in the graphical language, systems appear in a}\n\text{certain order, which can be used to identify systems. Symmetry relations that identify}\n\text{distinct identical systems now identify different positions within the order. More on}\n\text{this ordering and identity of systems is in Section 2.4.}\n\end{array}$$

We now combine symmetry relations representing identical systems with the notion of a process to derive the crucial notion of an evolution.

**Example: Evolutions.** By an *evolution*, we mean a scenario involving only causal composition and for which all maximal snapshots are identical in the preceding sense. Consider such a scenario with the process $f : A_0 \rightarrow B$ as its resolution, and let $A_\eta$ be a maximal snapshot distinct from $A_0$. Now consider the scenario that one obtains by restricting to those processes that happen before $A_\eta$, including $A_\eta$ itself; let the process $f_\eta : A_0 \rightarrow A_\eta$ be its resolution; and now consider the symmetry relation:

$$e_\eta := 1_{A_\eta,A} \circ f_\eta : A_0 \rightarrow A_0.$$ 

If the collection of all labels $\eta$ carries the structure of the real continuum, we obtain a generalization of the standard notion of an evolution in terms of a one-parameter family of “things”—here, symmetry relations—which, intuitively, relate potential properties of a system at time $\eta$—here, $A_0$ to those at time 0.

**Example: Symmetry Groups.** The maps $e_\eta : A_0 \rightarrow A_0$ in the previous example are special in that they relate a system to itself while typically not being identities. One could associate to each system a collection of such symmetry *endo*-relations that
are closed under $\circ$ and each of which comes with an inverse; that is, for $f : A \to A$, there is $f^{-1} : A \to A$ such that $f \circ f^{-1} = f^{-1} \circ f = 1_A$. Such a collection plays the role of the symmetry groups in existing theories. It follows that a symmetry group of a system carries over to a symmetry group of an identical, and that evolutions respect symmetries.

**Example: Variable Causal Structure.** This example addresses a particular challenge posed by Lucien Hardy at a lecture in Barbados in the spring of 2008 \cite{106}. Thus far, processes were required to respect some perceived causal structure. However, several authors argue that a framework that stands a chance to be of any use for describing quantum gravity should allow for variable causal structure (e.g., \cite{105}, \cite{107}). Once we “solved” Einstein’s equations in general relativity, then the causal structure is of course fixed, so varying causal structure does not boil down to merely dropping it but rather to allow for a variety of causal structures.

This is what we will establish here—namely, to introduce processes that have the potential to adopt many different causal incarnations while still maintaining the key role of composition within the theory. In other words, a certain causal incarnation becomes something like potential property.

For each system, we introduce two symmetry relations:

$$\cup_A : I \to A^* \otimes A \quad \text{and} \quad \cap_A : A \otimes A^* \to I,$$

to which we respectively refer to as *input–output reversal* and *output–input reversal.* These are subject to the following equations:

$$(\cap_A \otimes 1_A) \circ (1_A \otimes \cup_A) = 1_A \quad \text{and} \quad (1_{A^*} \otimes \cap_A) \circ (\cup_A \otimes 1_{A^*}) = 1_{A^*} \quad (2.6)$$

which state that reversing twice yields no reversal. For a process $f : C \otimes A \to B$ (resp. $g : A \to B \otimes C$), we can use reversal to produce a variation on it where the input $C$ (respectively, output $C$) has become an output (respectively input) $C^*$:

$$\tilde{f} = (1_{C^*} \otimes f) \circ (\cup_C \otimes 1_A) : A \to C^* \otimes B$$

$$\tilde{g} = (1_B \otimes \cap_C) \circ (g \otimes 1_{C^*}) : A \otimes C^* \to B.$$

Here, the “*” tells us that whereas $A$ was an input (respectively output) for process $f$ (respectively $g$), it is now converted into an output (respectively input) with other processes.

Putting this in pictures, we set

$$\cup_A \equiv \bigcirc \quad \text{and} \quad \cap_A \equiv \bigcirc.$$
where the directions of the arrows represent the $\ast$s. The equations then become

\[
\text{and } \quad \text{and }
\]

and the converted processes depict as

\[
\tilde{f} = \quad \text{and } \quad \tilde{g} = \quad \text{and }
\]

By a precausal process, we mean a collection of potential processes that is closed under reversal of all inputs and outputs. For example, graphically

\[
\left[ \begin{array}{c}
\tilde{f}
\end{array} \right] := \left\{ \begin{array}{c}
\tilde{f}, \\
\tilde{f}, \\
\tilde{f}, \\
\tilde{f}
\end{array} \right\}
\]

is such a precausal process. Similar to how composition of processes could be represented by directed graphs, one can show that composition of precausal processes can be represented by undirected graphs:

\[
\begin{array}{c}
z \\
g \\
f \\
h \\
x
\end{array}
\]

Indeed, by considering a node as representing a precausal process—that is, all of its potential causal incarnations—we obtain

\[
\begin{array}{c}
\tilde{f} \\
\tilde{g}
\end{array}
\]

Consequently, the directions on arrows carry no content.

Although the presentation of scenarios as nodes of undirected graphs is, of course, more concise than as collections of causal incarnations, the latter has the conceptual advantage that causal structure is attributed to processes. In our setup, these are the things that really “happen,” whereas systems only play a supporting role; therefore, it is the processes that should carry the causal structure.

### 2.3.6 Vacuous Relations: Correcting Denotational Artifacts

Both processes and symmetry relations carry structural content of the theory under consideration. We mention one more kind of relation of which the sole purpose is
to correct artifacts attributable to a particular choice of denotation. We have already pointed to the fact that when we denote separate composition either symbolically or diagrammatically, this unavoidably comes with some ordering because the points of a line are totally ordered.

To undo this, we need to state that all orderings are equivalent. Therefore, we introduce for each pair of systems \( A_1 \) and \( A_2 \) an invertible relation \( \sigma_{A_1,A_2} \) which exchanges the order

\[
\sigma_{A_1,A_2} : A_1 \otimes A_2 \rightarrow A_2 \otimes A_1 \quad \text{with} \quad \sigma_{A_2,A_1} \circ \sigma_{A_1,A_2} = 1_{A_1 \otimes A_2}.
\]

These relations then generate arbitrary permutations, for example,\(^{22}\):

\[
A_1 \otimes A_2 \otimes A_3 \otimes A_4 \rightarrow A_2 \otimes A_4 \otimes A_1 \otimes A_3.
\]

To state that these exchanges of order are indeed vacuous, we have to assert that they do not affect the structural content of the theory—that is, the two compositions. First, separate compositions should be preserved:

\[
\sigma_{B_1,B_2} \circ (f_1 \otimes f_2) = (f_2 \otimes f_1) \circ \sigma_{A_1,A_2}.
\]

For example, for the preceding permutation of four systems, we have

\[
\begin{array}{ccc}
  f_1 & f_2 & f_3 \\
  f_4 & & \\
\end{array}
\rightarrow
\begin{array}{cccc}
  f_4 & f_1 & f_2 & f_3 \\
  & & \ \\
\end{array}
\]

That causal composition is also preserved then trivially follows:

\[
\sigma_{C_1,C_2} \circ (g_1 \otimes g_2) \circ (f_1 \otimes f_2) = (g_1 \otimes g_2) \circ \sigma_{B_1,B_2} \circ (f_2 \otimes f_1) = (g_1 \otimes g_2) \circ (f_2 \otimes f_1) \circ \sigma_{A_1,A_2}.
\]

### 2.3.7 Summary of This Section

Within the proposed framework, a physical theory has the following ingredients:

- a collection of relations with two compositions \( \circ \) and \( \otimes \) thereon, subject to an independence constraint, as well as additional equations that specify for which scenarios the corresponding resolutions are equal;
- certain relations called potential (or candidate) processes that will act as the “actual physical substance” of the theory, according to

\[
\begin{array}{ccc}
  \text{actual process} & \text{might happen} & \text{might be} \\
  \text{actual property} & \ \\
\end{array}
\]

\(^{22}\) Note the difference with the example of bosonic states earlier in this chapter in that now the wires relate a system with itself, just like identities do. They just shift the order. Hence,

\[
\begin{array}{ccc}
  &  & \\
  & & \\
\end{array}
\rightarrow
\begin{array}{ccc}
  &  & \\
  & & \\
\end{array}
\]

where the straight wires in the dotted box stand for change of system.
The following are examples of processes:
- states, effects, and weights
- processes resulting from performing an operation
- feed-in-environment processes witnessing nonisolation, and so on

• certain relations called symmetry relations, which carry additional structure of the theory;
  the following are examples of symmetry relations:
  - those that identify symmetries
  - those that identify identical systems
  - those that vary the causal structure, and so forth

• certain relations called vacuous relations that carry no physical content whatsoever but
  undo artifacts that are merely due to denotation

Subsequently, we identify some more ingredients, but first we see how we can cast
these ingredients within standard mathematical structures.

2.4 The Mathematical Guise of Physical Theories

In set theory [37, 69], a class is a collection of which the members are defined by a
predicate that they all obey. For example, the class of groups is defined as sets that
come equipped with both a binary and a unary operation that obey the usual axioms
of groups. By Russell’s paradox, which can be restated as the fact that the collection
of all sets itself does not form a set, it immediately follows that the collection of all
groups together do not form a set; rather, they form a proper class.

2.4.1 Modeling Concession 1

The collection of all systems together forms a class and the collection of all relations
of the same type forms a set.

This concession reflects standard mathematical practice and, hence, is essential
when trying to provide the “informal” ideas in the previous section with a more standard
formal backbone, in terms of either axiomatics or more concrete models obeying this
axiomatic.

2.4.2 Axiomatics

The physical framework outlined in the preceding section, when subjected to the stated
modeling concession 1, can be represented as a so-called strict symmetric monoidal
category. For a more detailed discussion, we refer the reader to [57].

Definition. A strict symmetric monoidal category \( \mathcal{C} \) consists of a class of objects \( |\mathcal{C}| \),
for each pair of objects \( A, B \in |\mathcal{C}| \) a set of morphisms \( \mathcal{C}(A, B) \), a privileged unit

\[23\] There exist proposals to generalize this; e.g., the universes as in [36], Section 1.1.
\[24\] We refer the reader to [57] for a more detailed discussion of the sense in which we use axiomatics and concrete
models, where rather than axiomatics we used the term abstract.
\[25\] Such a set \( \mathcal{C}(A, B) \) of morphisms is usually referred to as a homset.
object $I \in |C|$, for each object $A \in |C|$ a privileged identity morphism $1_A \in C(A, A)$, and the following operations and axioms:

- an associative binary operation $\otimes$ on $|C|$ with unit $I$
- an associative binary operation $\otimes$ on $\bigcup_{A,B} C(A, B)$ with unit $1_1$, and with $f_1 \otimes f_2 \in C(A_1 \otimes A_2, B_1 \otimes B_2)$ for $f_1 \in C(A_1, B_1)$ and $f_2 \in C(A_2, B_2)$
- a partial associative binary operation $\circ$ on $\bigcup_{A,B} C(A, B)$ restricted to pairs in $C(B, C) \times C(A, B)$ where $A, B, C \in |C|$ are arbitrary, and for all $A, B \in |C|$, all $f \in C(A, B)$ have right identity $1_A$ and left identity $1_B$

Moreover, for all $A, B, A_1, B_1, A_2, B_2, C_1, C_2 \in |C|$, $f_1 \in C(A_1, B_1)$, $g_1 \in C(B_1, C_1)$, $f_2 \in C(A_2, B_2)$, and $g_2 \in C(B_2, C_2)$, we have

$$(g_1 \circ f_1) \otimes (g_2 \circ f_2) = (g_1 \otimes g_2) \circ (f_1 \otimes f_2) \quad \text{and} \quad 1_{A_1} \otimes 1_{A_2} = 1_{A_1 \otimes A_2}.$$ 

Finally, for all $A_1, A_2 \in |C|$, there is a privileged morphism

$$\sigma_{A_1,A_2} \in C(A_1 \otimes A_2, A_2 \otimes A_1) \quad \text{with} \quad \sigma_{A_2,A_1} \circ \sigma_{A_1,A_2} = 1_{A_1 \otimes A_2}$$

such that for all $A_1, A_2, B_1, B_2 \in |C|$, $f_1 \in C(A_1, B_1)$, $f_2 \in C(A_2, B_2)$, we have

$$\sigma_{B_1,B_2} \circ (f_1 \otimes f_2) = (f_2 \otimes f_1) \circ \sigma_{A_1,A_2}. \quad (2.7)$$

This is quite a mouthful, but there are very short, more elegant ways to say this that rely on higher-level category theory. It is also a well-known fact that these strict monoidal categories are in exact correspondence with the kind of graphical calculi that we introduced to describe relations [127]. Although the use of this calculi traces back to Penrose’s work in the early 1970s [155], it became a genuine formal discipline only in 2010 by Selinger [171], which provides an even nicer presentation. We say something more about these graphical presentations in Section 2.4.4.

We now show how the already discussed framework, subject to the modeling concession, can be interpreted in the language of strict symmetric monoidal categories. Recall here that an isomorphism in a category is a morphism $f : A \to B$, which has an inverse, precisely in the sense of Equation (2.3).

Systems are represented by objects of the symmetric monoidal category, relations by morphisms, and the compositions have been given matching notations. We discuss the role of some of the privileged morphisms:

- The symmetry natural isomorphism

$$\{\sigma_{A_1,A_2} : A_1 \otimes A_2 \to A_2 \otimes A_1 \mid A_1, A_2 \in |C|\}$$

plays the role of the symmetry relation that undoes the unavoidable a priori ordering on systems when composing them with $\otimes$.

---

26 For example, a (not-necessarily strict) symmetric monoidal category, which takes a lot more space to explicitly define than a strict one (see [8, 16, 147] for the usual definition and [57] for a discussion), is an internal commutative monoid in the category of all categories.

27 The significance of the word natural here precisely boils down to validity of Equation (2.7).
There may be several occurrences of the same object within a string of tensored objects (e.g., \(A \otimes A\)). To align this with the fact that all systems occurring in such an expression must be independent, we either

- c1 do not assign any meaning to all objects and morphisms of the symmetric monoidal category but rather consider a subcategory of it with a partial tensor, an approach that is currently developed in [52]; or
- c2 represent distinct identical systems by the same object, which allows for the two \(A\)s in \(A \otimes A\) to be interpreted as independent.

Here, c1 and c2 can also be seen as modeling concessions.

**Example: Compactness Models Variable Causal Structure.** A compact (closed) category [129,130] is a symmetric monoidal category in which every object \(A\) has a dual \(A^*\): that is, there are morphisms \(\cup_A : I \to A^* \otimes A\) and \(\cap_A : A \otimes A^* \to I\) satisfying Equation (2.6). Equivalence classes of morphism then enable the model variable causal structure as already indicated.

**Example: Symmetry and Compactness in Communication Protocols.** In the preceding, the “symmetry” and “compact” structure represented relations that respectively undo the order on systems within scenarios or a causal structure. These morphisms can also play a more constructive role as special kinds of communication processes. It was this role that initially motivated the use of compact closed categories to model quantum protocols in [6]. To this end, we will treat the ordering of objects relative to the tensor as genuine locations in spacetime, represented by two agents, respectively named Ali and Bob. Then, the morphism \(\sigma_{A_1,A_2} : A_1 \otimes A_2 \to A_2 \otimes A_1\) means that the agents exchange their physical systems. We can represent the agents by regions in the plane that extend vertically—that is, in the direction of causal composition:

\[
(\underline{\text{Ali}}) \otimes (\underline{\text{Bob}})
\]

Moreover, if the category is compact closed, then by the axioms of compact closure we have the following equation between scenarios:

\[
\text{Ali} \longrightarrow \text{Bob} = \text{Ali} \rightarrow \text{Bob}
\]

which can be interpreted as a correctness proof of postselected quantum teleportation. Here, \(\cup_A : I \to A^* \otimes A\) represents a Bellstate, and \(\cap_A : A \otimes A^* \to I\) represents a postselected Belleffect. A more detailed analysis as well as more sophisticated
variations on the same theme that involve varying the entangled state and allowing for nondeterminism of the effects are in [6, 43, 47, 58, 59, 64].

**Example: Explicit Agents.** The previous example gives a concise presentation of protocols, but it is not completely consistent with our earlier interpretation of symmetry and compactness as symmetry relations. One possible manner to accommodate the use of these morphisms both as symmetry relations as well as processes is by explicitly introducing agents. To model agents, respectively named Ali and Bob, we take objects to be pairs consisting of an entry that represents the physical system together with an entry that represents the agent that possesses that system for that snapshot. Morphisms will be pairs consisting of the manner in which physical systems are processed, as well as specification of which agents possess it at the beginning and the end of the processes. We provide a rough idea of how naively this can formally be established, skimming over certain technical details. Take the product category

\[
C \times F_{SM\text{Agents}}
\]

of the symmetric monoidal category \(C\) in which we model physical systems and the free symmetric monoidal category over a category \(\text{Agents}\),\(^{28}\) which has two objects \(\text{Ali}\) and \(\text{Bob}\) and only identities as morphisms:

\[
\text{Agents}(\text{Ali, Ali}) = \{1_{\text{Ali}}\} \quad \text{Agents}(\text{Ali, Bob}) = \emptyset
\]

\[
\text{Agents}(\text{Bob, Bob}) = \{1_{\text{Bob}}\} \quad \text{Agents}(\text{Bob, Ali}) = \emptyset
\]

The category \(C \times F_{SM\text{Agents}}\) inherits symmetric monoidal structure component-wise from \(C\) and \(F_{SM\text{Agents}}\), with a symmetry morphism now of the form

\[
(\sigma_{A_1, A_2}, \sigma_\pi) : (A_1, \text{Ali}) \otimes (A_2, \text{Bob}) \to (A_2, \text{Bob}) \otimes (A_1, \text{Ali}),
\]

where \(\pi\) is the (only) nontrivial permutation of two elements. This now represents the symmetry relation that undoes the ordering on objects. Conversely, the exchange process can now be differently represented by

\[
(\sigma_{A_1, A_2}, 1_{\text{Ali} \otimes \text{Bob}}) : (A_1, \text{Ali}) \otimes (A_2, \text{Bob}) \to (A_2, \text{Ali}) \otimes (A_1, \text{Bob}).
\]

So we have distinct morphisms representing both symmetry relations and processes, and the same can be done for postselected quantum teleportation.

### 2.4.3 Concrete Models

Thus far, we treated categories as a structure in their own right and, consequently, also the diagrammatic calculi. However, to realize existing theories such as quantum

\(^{28}\) An overview of free constructions for the categories that we consider here is in [2]. The objects of the free symmetric monoidal category \(F_{SMD}\) over a category \(D\) are finite lists of objects of \(D\), and the morphisms are finite lists of morphisms of \(D\) together with a permutation of objects. Concretely, we can write these as \(\sigma_\pi \circ (f : A_1 \to B_1, \ldots, A_n \to B_n) : (A_1, \ldots, A_n) \to (B_{\pi(1)}, \ldots, B_{\pi(n)})\) where \(\pi : \{1, \ldots, n\} \to \{1, \ldots, n\}\) is a permutation. The permutation component alone provides the symmetry natural isomorphism.
theory, we need to consider *concrete models* of these. That is, the objects constitute some kind of mathematical structure (e.g., Hilbert space), whereas the morphisms constitute mappings between these (e.g., linear maps). The monoidal tensor is then a binary construction on these.

But what we obtain in this manner are not strict symmetric monoidal categories but rather *symmetric monoidal categories*. In particular, we lose (strict) associativity and (strict) unitality of the tensor:

\[
A \otimes (B \otimes C) \neq (A \otimes B) \otimes C \quad I \otimes A \neq A \quad A \otimes I \neq A
\]

\[
f \otimes (g \otimes h) \neq (f \otimes g) \otimes h \quad l_1 \otimes f \neq f \quad f \otimes l_1 \neq f.
\]

This is a consequence of the fact that in set theory:

\[
(x, (y, z)) \neq ((x, y), z) \quad (\ast, x) \neq x \quad (x, \ast) \neq x.
\]

For a detailed discussion of this issue, we refer the reader to [57]. We mention here that the main consequence of this is the fact that in any standard textbook, the definition of a symmetric monoidal category may stretch many pages. The reason is that in one way or another, we need to articulate that \(A \otimes (B \otimes C)\) and \((A \otimes B) \otimes C\) are in a special way related, similarly to how \(A \otimes B\) and \(B \otimes A\) relate was captured by the symmetry “natural isomorphisms.”

The following are five examples of models of symmetric monoidal categories:

- **(F)Set:=**
  - Objects:= (finite) sets
  - Morphisms:= functions between these
  - Tensor:= the Cartesian product of sets
- **(F)Rel:=**
  - Objects:= (finite) sets
  - Morphisms:= (ordinary mathematical) relations between these
  - Tensor:= the Cartesian product of sets
- **(F)Hilb:=**
  - Objects:= (finite dimensional) Hilbert spaces
  - Morphisms:= linear maps between these
  - Tensor:= the Hilbert space tensor product
- **WP(F)Hilb:=**
  - Objects:= (finite dimensional) Hilbert spaces
  - Morphisms:= linear maps between these up to a global phase
  - Tensor:= the Hilbert space tensor product
- **CP(F)Hilb:=**
  - Objects:= (finite dimensional) Hilbert spaces
  - Morphisms:= completely positive maps between these
  - Tensor:= the Hilbert space tensor product

The reason for restricting to finite sets/dimensions is explained in Section 2.4.4.

---

29 These can, for example, be defined in terms of the Kraus representation \(f :: \rho \mapsto \sum_j A_j^\dagger \rho A_j\) on the space of density matrices, where each \(A_j\) is an \(n \times n\)-matrix [68,133].
Mappings from one of these models, which take each object $A \in |C|$ to an object $FA \in |C|$ and which take each morphism $f \in C(A, B)$ to a morphism $Ff \in C(FA, FB)$, and which preserve the full symmetric monoidal structure, are called \textit{strict monoidal functors}. If a strict monoidal functor is injective on homsets, it is called \textit{faithful}. These strict monoidal functors allow one to relate different models to each other. For example, there are the identity-on-objects faithful strict monoidal functors\footnote{To see this for $\text{WFHilb} \hookrightarrow \text{CPFHilb}$, note that $\text{WFHilb}$ can be presented as a category with the same objects as $\text{Hilb}$ but with maps of the form $f \otimes \bar{f} : \mathcal{H} \otimes \mathcal{H} \rightarrow \mathcal{H}' \otimes \mathcal{H}'$ (where $f : \mathcal{H} \rightarrow \mathcal{H}'$ is any linear map) as the morphisms in $\text{WFHilb}(\mathcal{H}, \mathcal{H}')$ \[45\]. Similarly, also $\text{CPFHilb}$ can be presented as a category with the homset $\text{CPFHilb}(\mathcal{H}, \mathcal{H}')$ containing maps of type $\mathcal{H} \otimes \mathcal{H} \rightarrow \mathcal{H}' \otimes \mathcal{H}'$, but now more general ones \[170\].}

$$F_{\text{func}} : \text{Set} \hookrightarrow \text{Rel} \quad \quad F_{\text{pure}} : \text{WFHilb} \hookrightarrow \text{CPFHilb} \quad \quad (2.8)$$

as well as object-squaring (i.e., $\mathcal{H} \mapsto \mathcal{H} \otimes \mathcal{H}$) faithful strict monoidal functors\footnote{This again relies on the presentations mentioned in the previous footnote.}

$$F_{\text{cp}} : \text{CPFHilb} \hookrightarrow \text{Hilb} \quad \quad F_{\text{cp}} \circ F_{\text{pure}} : \text{WFHilb} \hookrightarrow \text{Hilb}. \quad \quad (2.9)$$

But, in our view, the physical theories should primarily be formulated axiomatically rather than in terms of these models because it is at the axiomatic level that the conceptually meaningful entities live; hence, it is on those that structures should be imposed rather than providing concrete presentations of them, which typically would carry more information than necessary or meaningful. Ultimately, one would like to equip a strict symmetric monoidal category with enough structure so that we can derive all observable physical phenomena without the necessity to provide a concrete model.

Then, the choice of a particular model such as $\text{WFHilb}$ can be seen as a choice of \textit{coordinate system}, which might enable one to solve a certain problem better than other coordinate systems. Hence, for us, the nonstrictness of the mathematical models is an unfortunate artifact, whereas the strictness that we took for granted when setting up the formalism, which is also implicitly present in the diagrammatic calculi, reflect the true state of affairs.

The category $\text{Hilb}$ is the one that we typically have in mind in relation to quantum mechanics. But other models may provide the same features. These other models—in particular, those of a more combinatorial nature—might give some useful guidance toward, say, a theory of quantum gravity. Also, discrete models are also extremely useful for computer simulations.

### 2.4.4 Where Axioms and Models Meet: A Theorem

Consider the following four devices:

1. axiomatically described strict symmetric monoidal categories, possibly equipped with additional structure
2. axiomatically described symmetric monoidal categories (for which we refer to the many available textbooks and survey papers [8, 16, 147]) possibly equipped with additional structure
3. the diagrammatical calculus of strict symmetric monoidal categories (of which precise descriptions can be found in [127, 170, 171]) possibly equipped with additional graphical elements
4. the concrete category \( \mathbf{FHilb} \)

If we establish an equation in one of these, what do we know about the validity of equations in one of the others?

**Theorem.** An equation between two scenarios in the language of symmetric monoidal categories follows from the axioms of symmetric monoidal categories, if and only if the corresponding equation between two scenarios in the language of strict symmetric monoidal categories follows from the axioms of strict symmetric monoidal categories, if and only if the corresponding equation in the graphical language follows from isomorphisms of diagrams.

The reader who wants to understand the nitty-gritty of this statement can consult Selinger [171]. The main point we wish to make here is that for all practical purposes, strict symmetric monoidal categories, general symmetric monoidal categories, and the corresponding graphical language are essentially one and the same thing! The first “if and only if” is referred to as either MacLane’s strictification theorem or coherence for symmetric monoidal categories [57, 147].

So what about the concrete category \( \mathbf{FHilb} \)? Because it is an example of a symmetric monoidal category, by the previously described result, whatever we prove about a strict one or within the diagrammatic language will automatically also hold for \( \mathbf{FHilb} \). Obviously, one would expect the converse not to hold because we are considering only a very particular symmetric monoidal category.

However, Selinger [172] recently elaborated on an existing result attributable to Hasegawa, Hofmann, and Plotkin [110] to show that there is, in fact, a converse statement, provided one adds some extra structure.

**Definition.** A dagger compact (closed) category\(^{32}\) [6, 7, 170] is a compact (closed) category \( \mathbf{C} \) together with a dagger functor; that is, for all \( A, B \in |\mathbf{C}| \), a mapping

\[
\dagger_{A,B} : \mathbf{C}(A, B) \to \mathbf{C}(B, A),
\]

which is such that \( \dagger_{A,B} \) and \( \dagger_{B,A} \) are mutually inverse, and which moreover preserves the composition and the tensor structure, including units and identities.

---

\(^{32}\)Strict dagger compact (closed) categories appeared in the work of Baez and Dolan [15] as a special case for \( n = 1 \) and \( k = 3 \) of \( k \)-tuple monoidal \( n \)-categories with duals.
Graphically, the dagger functor merely flips things upside-down [47, 170]:

In the representation on the left, we made the boxes asymmetric to distinguish between a morphism and its dagger. In the one on the right, because nodes have no a priori orientation in the plane, we used an explicit involution on the symbols.

**Theorem.** An equation between two scenarios in the language of dagger compact categories follows from the axioms of dagger compact categories, if and only if the corresponding equation in the graphical language follows from isomorphisms of diagrams, if and only if an equation between two scenarios in the language of dagger compact (closed) categories holds in \( FHilb \).

Because there are faithful strict monoidal functors that embed \( WPFHilb \) as well as \( CPFHilb \) within \( FHilb \), the correspondence with the diagrammatic language also carries over to these models.

The question of whether we can carry this through for richer languages than that of dagger compact categories remains open. Still, the language of dagger compact categories already captures many important concepts: trace, transpose, conjugate, adjoint, inner product, unitarity, and (complete) positivity [47].

Although admittedly the conceptual significance of the dagger is still being discussed,\(^{33}\) besides compactness, the dagger is what truly gives a theory its relational character. In particular, it is a key property of the category \( FRel \) that the category \( FSet \) fails to admit: each relation has a converse relation. This is also the reason why \( FRel \) and \( FHilb \) are so alike in terms of their categorical structure, whereas \( FRel \) and \( FSet \) are very different in terms of categorical structure, despite the fact that \( FRel \) and \( FSet \) have the same objects and the same compositions, and that the morphisms of \( FSet \) are

\(^{33}\) Also mathematically, there are some issues with the dagger to which some refer as “evil.” The main problem is that the structure of the dagger—in particular, its strict action on objects—is not preserved under so-called categorical equivalences. This has been the subject of a recent long discussion on the categories mailing list involving all the “big shots” of the area.
a subset of those of $\text{FRel}$.\textsuperscript{34} Intuitively, the reason for this is that linear maps (when conceived as matrices) can be seen as some kind of generalized relations in that they do not just encode whether two things relate but also in which manner that they relate, by means of a complex number. In contrast to the many who conceive quantum theory as a generalized probability theory, for us it is rather a theory of generalized relations, the latter now to be taken in its mathematical sense.

**Example: Spekkens’s Toy Qubit Theory.** Spekkens [175] suggested dagger duality as an axiom for a class of theories that would generalize his toy qubit theory [174]. The concrete presentation of Spekkens’s qubit theory as a dagger compact category Spek is in [49, 50, 81]. This presentation enabled a clear comparison with a dagger compact category Stab that encodes stabilizer qubit theory, from which it emerged that the only difference between the toy qubit theory and stabilizer qubit theory is the different group structure of the *phase groups* [50],\textsuperscript{35} a concept introduced by Duncan and this author in [48].

We are also in a position to explain why we restricted to finite sets/dimensions. Whereas Rel is compact closed and has a dagger structure, Hilb neither is compact closed nor has a dagger.\textsuperscript{36} Whereas some may take this as an objection to the dagger compact structure, we think that the fact that Hilb fails to be dagger compact may be an artifact of the Hilbert space structure rather than a feature of nature. Having said this, we do agree that dagger compactness surely is not the end of the story. In particular, we would like to conceive also the dagger as some kind of relation rather than as an operation on a category as a whole.\textsuperscript{37}

### 2.4.5 Nonisolation in the von Neumann Quantum Model

To assert that a physical theory includes *nonisolated* (i.e., *open*) systems for every system $A \in |\mathcal{C}|$, we considered a designated process $\top_A : A \to I$ with

$$
\top_A \otimes \top_B = \top_{A \otimes B} \quad \text{and} \quad \top_I = 1_I,
$$

(2.10)

which are such that for all $A \in |\mathcal{C}|$, the mappings

$$
\top_A \circ \cdot : \mathcal{C}(I, A) \to \mathcal{C}(I, I)
$$

assign the weights of each of these states. We now present a result that characterizes an additional condition that these processes have to satisfy relative to a collection of

\textsuperscript{34} A detailed analysis of the similarities between FRel and FHilb and the differences between FRel and FSet is in [57]. To mention one difference: in FSet, the Cartesian product behaves like a nonlinear conjunction, whereas in FRel it behaves like a linear conjunction.

\textsuperscript{35} These correspond to the two available four-element Abelian groups, the four-element cyclic group for stabilizer qubit theory, and the Klein four group for the toy qubit theory.

\textsuperscript{36} We do obtain a dagger when restricting to bounded linear maps, and there are also category-theoretic technical tricks to have something very similar to compact structure [5].

\textsuperscript{37} There are manners to do this, but we do not go into them here.
isolated (or closed) processes in order that:

\[
\begin{array}{ccc}
\text{open processes} & \text{mixed state quantum theory} & \text{CPFHilb} \\
\text{closed processes} & \text{pure state quantum theory} & \text{WFHilb}
\end{array}
\]

That is, in words, if we know that our theory of closed systems is ordinary quantum theory of closed systems, what do we have to require from the feed-into-environment processes such that the whole theory corresponds to quantum theory of open systems? This condition turns out to be nontrivial.

Consider a symmetric monoidal category \( C \) with feed-into-environment processes; that is, for each \( A \in |C| \) a designated morphism \( \top_A : A \to I \) satisfying Equation (2.10). Assume that it contains a subsymmetric monoidal category \( C_{\text{pure}} \), and we refer to the morphisms in it as pure. By a purification of a morphism of \( f : A \to B \) in \( C \), we mean a morphism \( f_{\text{pure}} : A \to B \otimes C \) in \( C_{\text{pure}} \) such that:

\[
(1_B \otimes \top_C) \circ f_{\text{pure}} = f.
\]

We say that \( C_{\text{pure}} \) generates \( C \) whenever each morphism in \( C \) can be purified.

**Example: Purification in Probabilistic Theories.** The power of purification as a postulate is exploited by Chiribella, D’Ariano, and Perinotti [40].

By combining the results in [170] with those of [46], we obtain:

**Theorem.** If \( C_{\text{pure}} \simeq \text{WFHilb} \) generates \( C \), and if for the usual dagger functor on \( \text{WFHilb} \) we have for all \( f : C \to A \) and \( g : C \to B \) in \( \text{WFHilb} \):

\[
\top_A \circ f = \top_B \circ g \iff f^\dagger \circ f = g^\dagger \circ g,
\]

then \( C \simeq \text{CPFHilb} \).

More generally, for any pair \( C \) and \( C_{\text{pure}} \), the conditions in Equations (2.10, 2.11) and a slight generalization of Equation (2.12) together allow one to construct the whole category \( C \) from morphisms in \( C_{\text{pure}} \) by only using the dagger symmetric monoidal structure, together with a canonical inclusion of \( C_{\text{pure}} \) within \( C \), a result that is obtained by combining the results in [170], [46], and [44]. If the category \( C \) is compact closed, as is the case for \( \text{WFHilb} \), then Equation (2.12) does suffice. In this case, following Selinger in [170], the open processes in the constructed category \( \text{CP}C \) all take the form

\[
\begin{array}{c}
\text{left-right reflection}
\end{array}
\]

for some \( f_{\text{pure}} : A \to B \otimes C \) in \( C_{\text{pure}} \), where the left-right reflection represents the composite of the dagger and transposition, explicitly:
In \textit{WPFHilb} this is nothing but complex conjugation (see [47] for more details on this). The subcategory of pure processes consists of those of the form:

$$\begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array}$$

Graphically, condition (2.12) can then be rewritten as

$$\begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array} \iff \begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array}$$

and from it immediately follows, setting $g := 1_A$, that

$$\begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array} \iff \begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array}$$

Calling processes $f_{\text{pure}}$ that obey

$$f_{\text{pure}}^* \circ f_{\text{pure}} = 1_A$$

\textit{isometries}, it then follows that isometries are exactly those processes that leave the feed-into-environment processes invariant.

Condition (2.12) in the compact case can be equivalently presented as

$$\begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array} \iff \begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array}$$

which provides a direct translation between Selinger’s presentation of \textit{WPFHilb} and one that relies on the feed-into-environment processes. The more general form of the noncompact case mentioned previously is now obtained by “undoing” all compact morphisms, which requires introduction of symmetry morphisms:

$$\begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array} \iff \begin{array}{c}
\begin{array}{c}
\text{f}\text{pure} \\
\text{pure}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{g}\text{pure} \\
\text{pure}
\end{array}
\end{array}$$

Importantly, both (WP)\textit{C} and CPC are symmetric monoidal (and compact) if \textit{C} is, so CPC admits a graphical language in its own right without reference to the underlying symmetric monoidal category \textit{C}.
2.4.6 Nonisolation and Causality

If we restrict to processes that “happen with certainty,” then, as shown by Chiriballa, D’Ariano, and Perinotti, uniqueness of a deterministic effect enforces causality in the sense that states of compound systems have well-defined marginals [40]. In category-theoretic terms, this uniqueness means that I is terminal; that is, for each object A there is a unique morphism of type $A \rightarrow I$, which will then play the role of $\top_A$. It then immediately follows that

$$\top_{A \otimes B} = \top_A \otimes \top_B,$$

and hence that there are no entangled effects. The manner in which

- connectedness in graphical calculus as expressing causal connections, and
- this notion of causality in terms of a terminal object

are related is currently being explored in collaboration with Lal [52].

2.5 Classicality and Measurement

For us, a classicality entity is one for which there are no limitations to be shared among many parties; that is, using quantum information terminology, which can be broadcast [21]. It is witnessed by a collection of processes that establish this sharing/broadcasting. To give an example, although an unknown quantum state cannot be cloned [70, 186], this scientific fact itself is, of course, available to every individual of the scientific community by means of writing an article about it and distributing copies of the journal in which it appears.

So our notion of classicality makes no direct reference to anything “material” but rather to the ability of a logical flow of information to admit “branching.” In relational terms, it will be witnessed by the relation that identifies the branches as being identical. The power of this idea for describing quantum information tasks is discussed in an article with Simon Perdrix [62], where it is also discussed that decoherence can be seen as a material embodiment of this idea.

Our explorations have indeed made us realize that rather than starting from a classical theory that one subjects to a quantization procedure to produce a theory that can describe quantum systems, one obtains an elegant compositional mathematical framework when, starting from a “quantum” universe of processes, one identifies classicality in this manner. Put in slightly more mathematical terms, citing John Baez in TWF 268 [14] on our work:

Mathematicians in particular are used to thinking of the quantum world as a mathematical structure resting on foundations of classical logic: first comes set theory, then Hilbert spaces on top of that. But what if it’s really the other way around? What if classical mathematics is somehow sitting inside quantum theory? The world is quantum, after all.

This idea of “classical objects living in a quantum world governed by quantum rules” was introduced by Pavlovic and this author [60] and further elaborated in [56, 58, 61]. In terms of symmetric monoidal categories, we are speaking the language of certain kinds of so-called internal Frobenius algebras [39, 60, 61]. Interestingly, these
Frobenius algebras appeared first in the literature in Carboni and Walter’s axiomatization of the category \( \text{Rel} \) [39].

### 2.5.1 Classicality

In what follows, when we (slightly abusively) denote several systems by the same symbol, we think of them as distinct identical systems and not as the same one.

The processes that establish the shareability that is characteristic for classicality implements an “equality” between the distinct instances of that entity, and we depict them in a “spider-like” manner:

\[
\Xi_{n,m} \equiv \begin{array}{c}
\ldots \\
X \\
\ldots \\
\end{array} : X \otimes \ldots \otimes X \rightarrow X \otimes \ldots \otimes X
\]

By transitivity of equality, it immediately follows that:

\[
\begin{array}{c}
\ldots \\
\Xi_{n,m} \\
\ldots \\
\end{array} = \begin{array}{c}
\ldots \\
\Xi_{n,m} \\
\ldots \\
\end{array}
\]

One may distinguish two kinds of classicality. The more restrictive first kind, called *controlled* (or *closed* or *pure*), requires sharing to be within the domain of consideration. This is explicitly realized by

\[
\Xi_{1,1} = 1_X \quad \text{i.e.,} \\
\begin{array}{c}
\ldots \\
\bullet \\
\ldots \\
\end{array} = \begin{array}{c}
\ldots \\
1 \quad \text{i.e.,} \\
\end{array}
\]

The second kind of classicality, called *uncontrolled* (or *open* or *mixed") allows sharing to be outside our domain of consideration, which in the light of the previous composition rule is realized by:

\[
\Xi^o_{1,0} = \top_X \quad \text{i.e.,} \\
\begin{array}{c}
\ldots \\
\circ \\
\ldots \\
\end{array} = \begin{array}{c}
\ldots \\
\top \quad \text{i.e.,} \\
\end{array}
\]

because then we obtain:

\[
(\top_X \otimes 1_X \otimes \ldots \otimes X) \circ \Xi^o_{n,m} = \Xi^o_{n,m-1} \quad \text{i.e.,} \\
\begin{array}{c}
\ldots \\
\circ \\
\ldots \\
\end{array} = \begin{array}{c}
\ldots \\
\circ \\
\ldots \\
\end{array}
\]

that is, uncontrolled sharing is invariant under feed-into-environment processes.
These two forms of classicality may be naturally related to each other by introducing feed-into-environment processes within the closed spiders or, dually put, by considering closed spiders as purifications of the open ones

\[(\top_X \otimes 1_X \otimes \cdots \otimes X) \circ \Xi_{n,m} = \Xi_{n,m-1}^\circ \text{ i.e.} \]

which can, in fact, be summarized as the following two equations:

We can identify some special examples:

- erasing := \( \Xi_{1,0} \equiv \)
- cloning := \( \Xi_{1,2} \equiv \)
- correlating := \( \Xi_{0,2} \equiv \)
- comparing := \( \Xi_{2,0} \equiv \)
- matching := \( \Xi_{2,1} \equiv \)
- either := \( \Xi_{0,1} \equiv \)

Conceptually, it is more than fair to cast doubt on physical meaningfulness of closed spiders. To see this, it suffices to consider the erasing operation in light of Landauer’s principle \([139, 149]\). Also, when thinking of a cloning operation, then one usually would assume some ancillary state onto which one clones, and this ancillary state by the very definition of state is an open process:

Still, it is useful to retain the closed spiders as an idealized concept given that their behavioral specifications exactly match the well-understood mathematical gadget of commutative Frobenius algebras (see Section 2.5.4).

A particularly relevant open spider is the purification of copying

- broadcasting := \( \Xi_{1,1}^\circ \equiv \).

Although it has the type of an identity, it is genuinely nontrivial.
Example: Cloning and Broadcasting in Quantum Information. A hint as to why the preceding may indeed characterize classicality on-the-nose comes from the no-cloning theorem [70, 186], which states that the only quantum states that can be copied by a single operation have to be orthogonal. Maximal sets of these jointly copiable states make up an orthonormal basis; that is, a (pure) classical “slice” of quantum theory. Similarly, the no-broadcasting theorem [21] states that the only quantum states that can be broadcast by a single operation correspond to a collection of density matrices that are diagonal in the same orthonormal basis. The following table summarizes cloneability/broadcastability:

<table>
<thead>
<tr>
<th></th>
<th>Pure classical</th>
<th>Mixed classical</th>
<th>Pure quantum</th>
<th>Mixed quantum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadcastable:</td>
<td>Yes</td>
<td>YES</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Cloneable:</td>
<td>Yes</td>
<td>NO</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Conversely, for an orthonormal basis \( \{|i\rangle\}_i \) of \( \mathcal{H} \), the corresponding broadcast operation is the following completely positive map:

\[ |i\rangle \langle j| \mapsto \delta_{ij} |i\rangle \langle i| . \]

Clearly, this completely positive map totally destroys coherence; hence, broadcasting is physically embodied by decoherence. Decoherence can indeed be seen as “sharing with (cf. coupling to) the environment.”

Given that in quantum information both copying and broadcasting enable characterization an orthonormal basis, the question then remains to define candidate cloning/broadcasting operations in a manner that there is a one-to-one correspondence between such operations and orthonormal bases. That is exactly what we did, as the following theorem confirms.

**Theorem.** In (WP)F\(_{\text{Hilb}}\), the previously defined families

\[ \mathcal{X} = \{ \mathcal{E}_{n,m} \mid n, m \in \mathbb{N} \} \]

of closed spiders are in bijective correspondence with orthogonal bases. Moreover, if we have that \( \mathcal{E}_{n,m} = \mathcal{E}_{m,n}^\dagger \) for all \( n, m \), then this basis is orthonormal.

To show this, we need to combine Lack’s (highly abstract) account on spiders [135] (of which a more accessible direct presentation is in [56]) with a result obtained by Pavlovic, Vicary, and this author [61] (see Section 2.5.4).

This result states that all nondegenerate observables can indeed be bijectively represented by these sharing processes. Now we establish that spiders are also expressive enough to associate a corresponding “classical slice” of the universe of all processes to each family \( \mathcal{X} \). We assert classicality of a process by imposing invariance under broadcasting/decoherences [58].

The copyability of pure classical data can be used to assert deterministic processes. We conveniently set \( o_{\mathcal{X}} = \mathcal{E}_{1,1}^o \in \mathcal{X} \) and \( \delta_{\mathcal{X}} = \mathcal{E}_{1,2} \in \mathcal{X} \).

---

38 This is akin to Blume-Kohout and Zurek’s quantum Darwinism [29, 188].
**Definition.** A classical process is a process of the form:

\[
o_Y \circ f \circ o_X \equiv f
\]

where \( f : X \to Y \) can be an arbitrary process. Evidently, classical processes can be equivalently defined as processes \( f : X \to Y \), which satisfy

\[
o_Y \circ f \circ o_X = f \quad \text{that is} \quad f = f.
\]

Such a classical process is normalized or stochastic if we have

\[
\top_Y \circ f = \top_X \quad \text{that is} \quad f = f.
\]

and it is deterministic moreover if we have that

\[
\delta_Y \circ f = (f \otimes f) \circ \delta_X \quad \text{that is} \quad f = f.f
\]

**Theorem.** In \( \text{CPFHilb} \), normalized classical processes correspond exactly to the usual notion of stochastic maps—that is, matrices with positive real entries such that all columns add up to one—and deterministic processes correspond to functions—that is, matrices with exactly one entry in each column.

This result was shown by Paquette, Pavlovic, and this author in [58], where many other species of classical processes (doubly stochastic, partial processes, relations, ...) are defined in a similar manner.\(^{39}\)

**Challenge.** Develop the above without any reference to closed spiders.

### 2.5.2 Measurement

Once we have identified these classical entities (provided they exist at all), we may wish to represent general processes relative to this entity. This is obviously what observables (or measurements) in quantum theory aim to do. One thing we know for a fact is that it

\(^{39}\) We adopted Carboni and Walters’s axiomatization of the category of relations [39], which also involved introducing the Frobenius law, to the probabilistic and the quantum case.
is not possible to represent the whole universe of processes by means of such an entity. So what is the best for which we could aim?

By a probe, we mean a process

\[(1_B \otimes o_X) \circ m : A \to B \otimes X\]

that is 

We call it a non-demolition probe if \(A\) and \(B\) are identical systems, which we denote by setting \(A = B\), and we call it a demolition probe if \(B\) is I. By a von Neumann probe, we mean a non-demolition one that is such that

\[(m \otimes 1_X) \circ m = (1_A \otimes \delta) \circ m\]

that is

where we used grayscale to distinguish the systems \(A\) and \(X\) for the reader’s convenience. There is a very straightforward interpretation to Equation (2.13): applying the same probe twice is equal to applying it once and then copying the output. More intuitively put, the \(A\)-output after the first application is such that the probe produces the same \(X\)-output (and also the same \(A\)-output) after a second application. This means that there is strict relationship between the \(A\)-output and the \(X\)-output for that probe:

Set \(\otimes_X = \Xi_{2,0} \in \mathcal{X}\) and \(e_X = \Xi_{1,0} \in \mathcal{X}\).

**Theorem.** In \((WP)FHilb\), von Neumann probes exactly correspond with spectra of mutually orthogonal idempotents \(\{P_i\}\); that is

\[P_i \circ P_j = \delta_{ij} \cdot P_i\]

Moreover, if we have that this probe is self-adjoint

\[m^\dagger = (1_A \otimes \delta_X) \circ (1_A \otimes \otimes_X)\]

that is

then these idempotents are orthogonal projectors; that is:

\[P_i^\dagger = P_i,\]

and if

\[(1_A \otimes e_X) \circ m = 1_A,\]

that is,

then this spectrum is exhaustive, that is, \(\sum_i P_i = 1_\mathcal{H}\).

This result was shown by Pavlovic and this author in [60].

**Challenge.** Develop the above without any reference to closed spiders.
**Challenge.** Express the Geneva School’s properties within this framework.

### 2.5.3 Classicality in the von Neumann Quantum Model

We now discuss how classicality fits within the model of the environment (i.e., open systems) of Section 2.4.5. First note that classicality in this sense automatically yields *self-dual* (i.e., $X = X^*$) compactness:

\[
\begin{array}{c}
\begin{array}{c}
\text{classical} \\
\text{nonclassical}
\end{array}
\end{array}
\]

In CPC, decoherences $o_X$ take the shape

\[
\begin{array}{c}
\begin{array}{c}
\text{one wire} \\
\text{two wires}
\end{array}
\end{array}
\]

and, consequently, classical operations take the shape

\[
\begin{array}{c}
\begin{array}{c}
\text{classical} \\
\text{nonclassical}
\end{array}
\end{array}
\]

and for some process, $g : X \rightarrow Y$. Hence, we obtain

\[
\begin{array}{c}
\begin{array}{c}
\text{classical} \\
\text{nonclassical}
\end{array}
\end{array}
\]

This fact seems to be closely related to Hardy’s axiom $K = N^2$ [104], which in turn is closely related to Barrett’s *local tomography* assumption [23].

The interpretation of Equation (2.15) in light of Equations (2.13) and (2.14) is intriguing:

The left-upper picture articulates a protocol where Ali and Bob share a Bell state and Ali performs a measurement on it. We are interested in the resulting state at Bob’s end; therefore, we feed Ali’s outputs into the environment. Using Equations (2.13),
(2.14), and in particular also (2.15) within the CP-representation, it then follows that what Bob sees is the dagger of a feed-into-environment process—that is, a maximally mixed state. Hence, this protocol provides Bob with no knowledge whatsoever, hence not violating no-faster-than-light signaling.

**Challenge.** Develop the preceding without any reference to closed spiders. Then relate this to Hardy’s and D’Arianio’s research programs.

### 2.5.4 The Algebra of Classical Behaviors

The preceding seems to have little to do with the structures that we usually encounter in mathematics, and quantum theory in particular. We now relate it to “semifamiliar” mathematical structures, which are the ones that enable establishment of the relation with orthonormal bases already mentioned.

#### 2.5.4.1 Commutative Monoids and Commutative Comonoids

A **commutative monoid** is a set $A$ with a binary map

$$- \bullet - : A \times A \to A$$

that is commutative, associative, and unital; that is,

$$(a \bullet b) \bullet c = a \bullet (b \bullet c) \quad a \bullet b = b \bullet a \quad a \bullet 1 = a.$$  

In other words, which may appeal more to the physicist, it is a group without inverses.

Note that we could also define a monoid as a one-object category. Slightly changing the $\bullet$-notation to $\mu$:

$$\mu : A \times A \to A$$

for which we now have

$$\mu(\mu(a, b), c) = \mu(a, \mu(b, c)) \quad \mu(a, b) = \mu(b, a) \quad \mu(a, 1) = a$$

enables us to write these conditions in a manner that makes no further reference to the elements $a, b, c \in A$; namely,

$$\mu \circ (\mu \times 1_A) = \mu \circ (1_A \times \mu) \quad \mu = \mu \circ \sigma \quad \mu \circ (1_A \times \mu) = 1_A$$

with

$$\sigma : A \times A \to A \times A :: (a, b) \mapsto (b, a) \quad u : \{\ast\} \to A :: \ast \mapsto 1$$

where $\{\ast\}$ is any singleton. This perspective emphasizes how the map $\mu$ “interacts” with itself, as opposed to how it “acts” on elements, which clearly brings us closer to the process view advocated in this chapter.

This change of perspective also allows us to define a new concept merely by reversing the order of all compositions and types. Concretely, a **cocommutative comonoid** is a set $A$ with two maps:

$$\delta : A \to A \times A \quad \text{and} \quad e : A \to \{\ast\}$$
which is cocommutative, coassociative, and counital; that is,

$$(\delta \times 1_A) \circ \delta = (1_A \times \delta) \circ \delta \quad \delta = \sigma \circ \delta \quad (1_A \times e) \circ \delta = 1_A.$$  

Obviously, there are many well-known examples of monoids, typically monoids with additional structure (e.g., groups). Another one is the two-element set \{0, 1\} equipped with the “and”-monoid:

$$\wedge : \{0, 1\} \times \{0, 1\} \to \{0, 1\} :: \begin{cases} 
(0, 0) \mapsto 0 \\
(0, 1) \mapsto 0 \\
(1, 0) \mapsto 0 \\
(1, 1) \mapsto 1
\end{cases} \quad u : \{\ast\} \to \{0, 1\} :: \ast \mapsto 1.$$

Given that from this perspective, monoids and comonoids are very similar things, why do we never encounter comonoids in a standard algebra textbook? Let us first look at an example of such a comonoid, just to show that such things do exist. Let \(X\) be any set and

$$\delta : X \to X \times X :: x \mapsto (x, x) \quad e : X \to \{\ast\} :: x \mapsto \ast.$$  

The map \(\delta\) copies the elements of \(X\) and \(e\) erases them. Here, coassociativity means that if we wish to obtain three copies of something, then after first making two copies, it does not matter which of these two we copy again. Cocommutativity tells us that after copying, we exchange the two copies we still have the same. Counitality tells us that if we first copy and then erase one of the copies, this is the same as doing nothing.

Now, the reason why you will not encounter any comonoids in a standard algebra textbook is simply because this example is the only example of a commutative comonoid; hence, it carries no real content (i.e., it freely arises from the underlying set). But the reason for the trivial nature of commutative comonoids is the fact of the following being functions:

$$\mu : A \times A \to A \quad \delta : A \to A \times A \quad u : \{\ast\} \to A \quad e : A \to \{\ast\}.$$  

In other words, \(\mu\) and \(\delta\) are morphisms in the category \(\mathbf{FSet}\). Although the concept of a commutative monoid is interesting in \(\mathbf{FSet}\), that of a cocommutative comonoid is not in \(\mathbf{FSet}\). However, if we put the preceding definition in the language of monoidal categories and pass to categories other than \(\mathbf{FSet}\), then the situation changes. In fact, if this category has a \(\dagger\)-functor, then to each commutative monoid corresponds a cocommutative comonoid. This already happens when we relax the condition that \(\mu\) and \(\delta\) are functions to \(\mu\) and \(\delta\) being relations.

Let \(\mathbf{C}\) be any symmetric monoidal category. A \textit{commutative \(\mathbf{C}\)-monoid} is an object \(A \in \mathcal{C}\) with morphisms

$$\mu : A \otimes A \to A \quad \delta : A \to A \otimes A \quad u : \{\ast\} \to A \quad e : A \to \{\ast\}.$$  

which is commutative, associative, and unital; that is,

$$\mu \circ (\mu \otimes 1_A) = \mu \circ (1_A \otimes \mu) \quad \mu = \mu \circ \sigma \quad \mu \circ (1_A \otimes u) = 1_A.$$  

Similarly, a \textit{cocommutative \(\mathbf{C}\)-comonoid} is an object \(A\) with morphisms

$$\delta : A \to A \otimes A \quad e : A \to 1,$$
which is cocommutative, coassociative, and counital; that is,

\[(\delta \otimes 1_A) \circ \delta = (1_A \otimes \delta) \circ \delta \quad \delta = \sigma \circ \delta \quad (1_A \otimes e) \circ \delta = 1_A.\]

Now, putting all of this diagrammatically, a commutative \(C\)-monoid is a pair

\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
\end{align*}
: A \otimes A \to A \\
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
: I \to A
\]

satisfying

\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
= \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
\quad \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
= \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
\quad \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
\end{align*}
\]

and a cocommutative \(C\)-comonoid is a pair

\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
: A \to A \otimes A \\
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
: A \to I
\]

satisfying

\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
= \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
\quad \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
= \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
\quad \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
\end{align*}
\]

Recall also that it is a general fact in algebra that if a binary operation \(- \bullet -\) has both a left unit \(1_l\) and right unit \(1_r\), then these must be equal to:

\[1_l = 1_l \bullet 1_r = 1_r.\]

It then also follows that a commutative multiplication can only have one unit; that is, if it has a unit, then it is completely determined by the multiplication. This fact straightforwardly lifts to the more general kinds of monoids and comonoids that we discussed previously; therefore, we will on several occasions omit specification of the (co)unit.

Here is an example of commutative monoids and corresponding cocommutative comonoids in \(\text{FHilb}\) on a two-dimensional Hilbert space:

\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
:: \{ |00\rangle, |01\rangle, |10\rangle \mapsto |0\rangle \} \\
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)}]
  \node (a) at (0,0) {}; 
  \node (b) at (1,0) {}; 
  \node (c) at (1,1) {}; 
  \node (d) at (2,1) {}; 
  \node (e) at (2,0) {}; 
  \draw (a) -- (b) -- (c) -- (d) -- (e) -- (a) ; 
\end{tikzpicture}
:: \{ |0\rangle \mapsto |00\rangle + |01\rangle + |10\rangle, |1\rangle \mapsto |11\rangle \}
\end{align*}
\]

The first monoid has the “and” operation applied to the \{\ket{0}, \ket{1}\}-basis as its multiplication. The comultiplication is the corresponding adjoint.

### 2.5.4.2 Commutative Dagger Frobenius Algebras

Now consider the following three comultiplications:
Each of these is defined as a copying operation of some basis, respectively,

\[
\begin{align*}
\mu_Z &= \{ |00\rangle \mapsto |0\rangle, |11\rangle \mapsto |1\rangle \} \\
\delta_Z &= \{ |0\rangle \mapsto |00\rangle, |1\rangle \mapsto |11\rangle \} \\
\mu_X &= \{ |+\rangle \mapsto |+\rangle, |--\rangle \mapsto |--\rangle \} \\
\delta_X &= \{ |+\rangle \mapsto |+\rangle, |--\rangle \mapsto |--\rangle \} \\
\mu_Y &= \{ |\#\ː\#\rangle \mapsto |\#\rangle, |==\rangle \mapsto |==\rangle \} \\
\delta_Y &= \{ |\#\rangle \mapsto |\#\rangle, |==\rangle \mapsto |==\rangle \}
\end{align*}
\]

that is, the eigenstates for the usual Pauli operators. Each of these encodes a basis in the sense that we can recover the basis from the comultiplication as those vectors that satisfy

\[
\delta(|\psi\rangle) = |\psi\rangle \otimes |\psi\rangle.
\]

The fact that no other vector besides those that we, by definition, copy are in fact copied is a consequence of the previously mentioned no-cloning theorem [70, 186].

The corresponding multiplications are again their adjoints. These last examples embody the reason why we are interested in commutative comonoids. What is already remarkable at this stage is that each of these encodes an orthonormal basis in a language involving only composition and tensor. There is no reference whatsoever to either sums or scalar multiples, in contrast to the usual definition of an orthonormal basis \{\ket{i}\} on a Hilbert space:

\[
\forall \ket{\psi} \in \mathcal{H}, \exists (c_i)_i \in \mathbb{C}^n : \ket{\psi} = \sum_i c_i \ket{i} \quad \forall i, j : \langle i | j \rangle = \delta_{ij}.
\]

But, there is more. In fact, one can endow these monoids and comonoids with some additional properties, expressible in a language involving only composition, tensor, and now also adjoint, such that they are in bijective correspondence with orthonormal bases.

**Definition.** A **commutative algebra** in a symmetric monoidal category is a pair consisting of a commutative monoid and a cocommutative comonoid on the same object. A **special commutative Frobenius algebra** is a commutative algebra that moreover is special and satisfies the Frobenius law, respectively:
A special commutative dagger Frobenius algebra or classical structure or basis structure in a dagger symmetric monoidal category is a special commutative Frobenius algebra for which the monoid is the dagger of the comonoid.

Think of an orthonormal basis $B = \{|b_i\rangle\}$, for a Hilbert space $\mathcal{H}$ as the pair $(\mathcal{H}, B)$ consisting of the Hilbert space, which carries this basis as additional structure. Because the multiplication and the comultiplication are related by the dagger, and because having a unit is a property rather than a structure, we denote a special commutative dagger Frobenius algebra on an object $A$ as $(A, \delta)$.

**Theorem.** There is a bijective correspondence between orthogonal bases for finite-dimensional Hilbert spaces and special commutative Frobenius algebras in $\text{FHilb}$. This correspondence is realized by the mutually inverse mappings:

- Each special commutative Frobenius algebra $(\mathcal{H}, \delta)$ is mapped on $(\mathcal{H}, B_\delta)$, where $B_\delta$ consists of the set of vectors that are copied by $\delta$.
- Each orthonormal basis $(\mathcal{H}, B)$ is mapped on $(\mathcal{H}, \delta_B : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H})$, where $\delta_B$ is the linear map that copies the vectors of $B$.

Restricting to orthonormal bases corresponds to restricting to special commutative dagger Frobenius algebras. This result was shown by Pavlovic, Vicary, and this author in [61].

That classicality boils down to families of spiders is a consequence of the fact that special commutative dagger Frobenius algebras are in bijective correspondence with spiders, as our notation already indicated. This was shown by Lack [135], but in a manner so abstract that it may not be accessible to the reader. A more direct presentation of the proof is in [56].

2.5.4.3 Varying the Coordinate System

But what if we change the category? It turns out that this mathematical concept, when we look through coordinate systems other than $\text{FHilb}$, allows us to discover important quantum mechanical concepts in places where one does not expect it, most notably “complementarity” or “unbiasedness” [168].

Duncan and this author [48] defined complementarity in terms of special commutative dagger Frobenius algebras (i.e., still in terms of a language only involving composition, tensor, and adjoint) in a manner that yields the usual notion in $\text{FHilb}$. Concretely, it was shown that classical structures

$$(\mathcal{H}, \delta_G = \begin{array}{c} \text{\rotatebox{90}{\text{\textbullet}}} \\ \text{\rotatebox{90}{\text{\textbullet}}} \end{array}) \quad \text{and} \quad (\mathcal{H}, \delta_R = \begin{array}{c} \text{\rotatebox{90}{\text{\textbullet}}} \\ \text{\rotatebox{90}{\text{\textbullet}}} \end{array})$$

in $\text{FHilb}$ are complementary if and only if we have
where ♦ is a normalizing scalar and ♦ is a so-called dualizer $[48, 59]$, both of which are obtained by composing $\delta^\dagger$, $\delta_r$, $u_g$, and $u_r^\dagger$ in a certain manner.$^{40}$

The quite astonishing fact discovered by Edwards and this author $[49]$ was that even in $\mathbf{FRel}$, one encounters such complementary classical structures, even already on the two-element set $\{0, 1\}$:

\[
\begin{align*}
\bullet & \quad \begin{cases} (0, 0) \mapsto 0 \\
(1, 1) \mapsto 1
\end{cases} & \stackrel{\bullet}{\rightarrow} & \bullet & \quad \begin{cases} 0 \mapsto (0, 0) \\
1 \mapsto (1, 1)
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\bullet & \quad \begin{cases} (0, 0), (1, 1) \mapsto 0 \\
(0, 1), (1, 0) \mapsto 1
\end{cases} & \stackrel{\bullet}{\rightarrow} & \bullet & \quad \begin{cases} 0 \mapsto (0, 0), (1, 1) \\
1 \mapsto (0, 1), (1, 0)
\end{cases}
\end{align*}
\]

Meanwhile, Pavlovic, Duncan, and Edwards and Evans et al. have classified all classical structures and complementarity situations in $\mathbf{FRel}$ $[78, 84, 154]$.

**Example: Spekkens’s Toy Qubit Theory.** It is a particular case of these complementarity situations in $\mathbf{FRel}$ that gives rise to Spekkens’s toy qubit theory discussed herein and hence its striking resemblance to quantum theory. This exploration of $\mathbf{FRel}$ is still an unfinished story. Although, for example, Spekkens’s toy theory is a local theory, we strongly suspect that we can discover nonlocality (in the sense of $[50]$) somewhere within $\mathbf{FRel}.$$^{41}$
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\end{array}
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CHAPTER 3

Topos Methods in the Foundations of Physics¹

Chris J. Isham

3.1 Introduction

More than forty years have passed since I first became interested in the problem of quantum gravity. During that time, there have been many diversions and, perhaps, some advances. Certainly, the naively optimistic approaches have long been laid to rest, and the schemes that remain have achieved some degree of stability. The original “canonical” program evolved into loop quantum gravity, which has become one of the two major approaches. The other, of course, is string theory—a scheme whose roots lie in the old Veneziano model of hadronic interactions, but whose true value became apparent only after it had been reconceived as a theory of quantum gravity.

However, notwithstanding these hard-won developments, certain issues in quantum gravity transcend any of the current schemes. These involve deep problems of both a mathematical and a philosophical kind and stem from a fundamental paradigm clash between general relativity—the apotheosis of classical physics—and quantum physics.

In general relativity, spacetime “itself” is modeled by a differentiable manifold \( M \), a set whose elements are interpreted as “spacetime points.” The curvature tensor of the pseudo-Riemannian metric on \( M \) is then deemed to represent the gravitational field. As a classical theory, the underlying philosophical interpretation is realist: both the spacetime and its points truly “exist,”² as does the gravitational field.

Conversely standard quantum theory employs a background spacetime that is fixed ab initio in regard to both its differential structure and its metric/curvature. Furthermore, the conventional interpretation is thoroughly instrumentalist in nature, dealing as it does with counterfactual statements about what would happen (or, to be more precise, the probability of what would happen) if a measurement is made of some physical quantity.

¹ This chapter is based on joint work with Andreas Döring; see also the chapter he contributed to this volume.
² At least, that would be the view of unreconstructed, spacetime substantivalists. However, even purely within the realm of classical physics, this position has often been challenged, particularly by those who place emphasis on the relational features that are inherent in general relativity.
In regard to quantum gravity, the immediate question is:

How can such a formalism be applied to space and time themselves?

Specifically, what could it mean to “measure” properties of space or time if the very act of measurement requires a spatiotemporal background within which it is made? And how can we meaningfully talk about the “probability” of the results of such measurements? A related question is what meaning, if any, can be ascribed to quantum superpositions of eigenstates of properties of space, time, or spacetime. Over the years, this issue has been much discussed by Roger Penrose, who concludes that the existing quantum formalism simply cannot be applied to space and time and that some new starting point is needed.

Another twist is provided by the subject of quantum cosmology, which aspires to apply quantum theory to the entire universe. There is no prima facie link between this aspiration and the subject of quantum gravity other than that we have become accustomed to discussing cosmology using various simple solutions to the classical equations of general relativity. However, irrespective of the link with quantum gravity proper, it is still thought-provoking to consider in general terms what it means to apply quantum theory to the “entire” universe. Of course, this might simply be a stupid thing to do, but if one does attempt it, then the problem of implementing instrumentalism becomes manifest: for where is the external observer if the system is the entire universe? In this situation, one can see clearly the attractions of finding a more realist interpretation of quantum theory.

The complexity of such questions is significantly enhanced by the lack of any experimental data that can be related unequivocally to the subject of quantum gravity. In normal theoretical physics, there is the (unholy) trinity of (1) real-world data, (2) mathematical framework, and (3) conceptual/philosophical framework. These three factors are closely interrelated in any real theory of the natural world: indeed, this tripartite structure underpins all theoretical physics.

However, in quantum gravity, the first factor is largely missing, and this raises some curious questions, the following in particular:

- Would we recognize the/a “correct” theory of quantum gravity even if it was handed to us on a plate? Certainly, the Popperian notion of refutation is hard to apply with such a sparsity of empirical data.
- What makes any particular idea a “good” one as far as the community is concerned? Relatedly, how is it that one particular research program becomes well established, whereas another falls by the wayside or, at best, gains only a relatively small following?

The second question is not just whimsical, especially for our younger colleagues, for it plays a key role in decisions about the award of research grants, postdoctoral positions, promotion, and the like.

In practice, many of the past and present research programs in quantum gravity have been developed by analogy with other theories and theoretical structures, particularly standard quantum field theory with gauge groups. And, as for why it is that certain ideas survive and others do not, the answer is partly that individual scientists indulge
in their own philosophical prejudices and partly that they like using theoretical tools with which they are already familiar. This, after all, is the fastest route to writing new papers.

At this point, it seems appropriate to mention the ubiquitous, oft-maligned “Planck length.” This fundamental unit of length comes from combining Planck’s constant $\hbar$ (the “quantum” in quantum gravity) with Newton’s constant $G$ (the “gravity” in quantum gravity) and the speed of light $c$ (which always lurks around) in the form

$$L_P := \left( \frac{G\hbar}{c^3} \right)^{1/2},$$

which has a value of approximately $10^{-35}$ meters; the corresponding Planck time (defined as $T_P := L_P/c$) has a value of approximately $10^{-42}$ seconds.

The general assumption is that something “dramatic” happens to the nature of space and time at these fundamental scales. Precisely what that dramatic change might be has been the source of endless speculation and conjecture. However, there is a fairly widespread anticipation that insofar as spatiotemporal concepts have any meaning at all in the “deep” quantum-gravity regime, the appropriate mathematical model will not be based on standard, continuum differential geometry. Indeed, it is not hard to convince oneself that from a physical perspective, the important ingredient in a spacetime model is not the “points” in that space but rather the “regions” in which physical entities can reside. In the context of a topological space, such regions are best modeled by open sets: the closed sets may be too “thin”\(^3\) to contain a physical entity—the only physically meaningful closed sets are those with a nonempty interior. These reflections lead naturally to the subject of “pointless topology” and the theory of *locales*—a natural step along the road to topos theory.

However, another frequent conjecture is that what we normally call space and time (or spacetime) will only “emerge” from the correct quantum gravity formalism in some (classical?) limit. Thus, a fundamental theory of quantum gravity may (1) have no intrinsic reference at all to spatiotemporal concepts, and (2) be such that some of the spatiotemporal concepts that emerge in various limits are *nonstandard* and are modeled mathematically with something other than topology and differential geometry. All this leads naturally to the main question that lies behind the work reported in this chapter, namely:

**What is the status of (or justification for) using standard quantum theory when trying to construct a theory of quantum gravity?**

It is notable that the main current programs in quantum gravity *do* all use essentially standard quantum theory. However, around fifteen years ago, I came to the conclusion that the use of standard quantum theory was fundamentally inconsistent, and I stopped working in quantum gravity proper. Instead, I began studying what, to me, were the central problems in quantum theory itself: a search that lead quickly to the use of topos theory.

\(^3\) In a differentiable manifold, closed sets include points and lines, whereas physical entities “take up room.”
Of the various fundamental issues that arise, I focus here on just two of them. The first is the problem mentioned already: viz., applying the standard instrumentalist interpretation of quantum theory to space and time. The second is what I claim is a category error in the use, a priori, of the real and complex numbers in the mathematical formulation of quantum theory when applied in a quantum-gravity context. However, to unpack this problem, it is first necessary to be more precise about the way that the real (and complex) numbers arise in quantum theory. This is the subject of the next section.

3.2 The Problem of Using the Real Numbers in Quantum Gravity

The real numbers arise in theories of physics in three different (but related) ways: (1) as the values of physical quantities, (2) as the values of probabilities, and (3) as a fundamental ingredient in models of space and time (especially in those based on differential geometry). All three are of direct concern vis-a-vis our worries about making unjustified, a priori assumptions in quantum theory. Let us consider them in turn.

One reason for assuming physical quantities to be real-valued is that traditionally (i.e., using methods existing in the predigital age), they are measured with rulers and pointers, or they are defined operationally in terms of such measurements. However, rulers and pointers are taken to be classical objects that exist in the physical space of classical physics, and this space is modeled using the reals. In this sense, there is a direct link between the space in which physical quantities take their values (what we call the “quantity-value space”) and the nature of physical space or spacetime [8].

Thus, assuming physical quantities to be real-valued is problematic in any theory in which space, or spacetime, is not modeled by a smooth manifold. This is a theoretical physics analogue of the philosophers’ category error.

Of course, real numbers also arise as the value space for probabilities via the relative-frequency interpretation of probability. Thus, in principle, an experiment is to be repeated a large number, \( N \), times, and the probability associated with a particular result is defined to be the ratio \( N_i / N \), where \( N_i \) is the number of experiments in which that particular result was obtained. The rational numbers \( N_i / N \) necessarily lie between 0 and 1, and if the limit \( N \rightarrow \infty \) is taken—as is appropriate for a hypothetical “infinite ensemble”—real numbers in the closed interval \([0, 1]\) are obtained.

The relative-frequency interpretation of probability is natural in instrumentalist theories of physics, but it is inapplicable in the absence of any classical spatiotemporal background in which the necessary sequence of measurements can be made (as, for example, is the situation in quantum cosmology).

In the absence of a relativity-frequency interpretation, the concept of “probability” must be understood in a different way. One possibility involves the concept of “potentiality,” or “latency.” But, in this case, there is no compelling reason why the
probability-value space should be a subset of the real numbers. The minimal requirement on this value-space is that it is an ordered set, so that one proposition can be said to be more or less probable than another. However, there is no prima facie reason why this set should be **totally** ordered.

In fact, one of our goals is to dispense with probabilities altogether and to replace them with “generalized” truth values for propositions.

It follows that a key issue is the way in which the formalism of standard quantum theory is firmly grounded in the concepts of Newtonian space and time (or the relativistic extensions of these ideas), which are essentially assumed a priori. The big question is how this formalism can be modified/generalized/replaced so as to give a framework for physical theories that is

1. “Realist” in some meaning of that word; and
2. Not dependent a priori on the real and/or complex numbers.

For example, suppose we are told that there is a background spacetime $C$, but it is modeled on something other than differential geometry—say, a causal set. Then, what is the quantum formalism that has the same relation to $C$ as standard quantum theory does to Newtonian space and time?

This question is very nontrivial because the familiar Hilbert space formalism is rigid and does not lend itself to minor “fiddling.” What is needed is something that is radically new and yet that can still embody the basic principles\(^4\) of the quantum formalism, or beyond. To proceed, let us return to first principles and consider what can be said in general about the general structure of mathematical theories of a physical system.

### 3.3 Theories of a Physical System

#### 3.3.1 The Realism of Classical Physics

From the range of the basic questions of metaphysics we shall here ask this *one* question: What is a thing? The question is quite old. What remains ever new about it is merely that it must be asked again and again [7].

—Martin Heidegger

Asking such questions is not a good way for a modern young philosopher to gain tenure. Plato was not ashamed to do so, and neither was Kant, but at some point in the

\(^4\) Of course, the question of what precisely are these “basic principles” is much debatable. I have a fond memory of being in the audience for a seminar by John Wheeler at a conference on quantum gravity in the early 1970s. John was getting well into the swing of his usual enthusiastic lecturing style and made some forceful remark about the importance of the quantum principle. At that point, a hand was raised at the back of the lecture room, and a frail voice asked, “What is the quantum principle?” John Wheeler paused, looked thoughtfully at his interlocutor, and answered “Well, to be honest, I don’t know.” He paused again and then said, “Do you?” “No,” came the reply. The questioner was Paul Dirac.
last century, the question became “Wittgensteined,” and since then it is asked at one’s peril. Fortunately, theoretical physicists are not confined in this way, and I address the issue front on. Indeed, why should a physicist be ashamed of this margaritiferous question? For is it not what we all strive to answer when we probe the physical world? Heidegger’s own response makes interesting reading:

A thing is always something that has such and such properties, always something that is constituted in such and such a way. This something is the bearer of the properties; the something, as it were, that underlies the qualities.

Let us see how modern physics approaches this fundamental question about the being-ness of Being.

In constructing a theory of any “normal”\(^5\) branch of physics, the key ingredients are the mathematical representations of the following:

1. Space, time, or spacetime: the framework within which “things” are made manifest to us.
2. “States” of the system: the mathematical entities that determine “the way things are.”
3. Physical quantities pertaining to the system.
4. “Properties” of the system: that is, propositions about the values of physical quantities. A state assigns truth values to these propositions.

In the case of standard quantum theory, the mathematical states are interpreted in a counterfactual, nonrealist sense as specifying only what would happen if certain measurements are made: so the phrase “the way things are” has to be broadened to include this view. This ontological concept must also apply to the “truth values,” which are intrinsically probabilistic in nature.

In addition, “the way things are” is normally construed as referring to a specific “moment” of time, but this could be generalized to be compatible with whatever model of time/spacetime is being employed. This could even be extended to a “history theory,” in which case “the way things are” means the way things are for all moments of time, or whatever is appropriate for the spacetime model being employed.

For theoretical physicists with a philosophical bent, a key issue is how such a mathematical framework implies, or encompasses, various possible philosophical positions. In particular, how does it interface with the position of “realism”? This issue is made crystal clear in the case of classical physics, which is represented in the following way:

1. In Newtonian physics (which will suffice for illustrative purposes), space is represented by the three-dimensional Euclidean space, \(\mathbb{R}^3\), and time by the one-dimensional space, \(\mathbb{R}\).
2. To each system \(S\) there is associated a set (actually, a symplectic differentiable manifold) \(S\) of states. At each moment of time, \(t \in \mathbb{R}\), the system has a unique state \(s_t \in S\).
3. Any physical quantity, \(A\), is represented by a function \(\bar{A} : S \rightarrow \mathbb{R}\). The associated interpretation is that if \(s \in S\) is a state, then the value of \(A\) in that state is the real number

\(^5\) That is, any branch of physics other than quantum gravity!
A(s). This is the precise sense in which the philosophical position of (naïve) realism is encoded in the framework of classical physics.

4. The basic propositions are of the form “A ∈ Δ,” which asserts that the value of the physical quantity A lies in the (Borel) subset Δ of the real numbers. This proposition is represented mathematically by the subset $\tilde{A}^{-1}(\Delta) \subseteq S$—that is, the collection of all states, s, in S such that $\tilde{A}(s) \in \Delta$.

This representation of propositions by subsets of the state space S has a fundamental implication for the logical structure of classical physics:

The mathematical structure of set theory implies that of necessity, the propositions in classical physics have the logical structure of a Boolean algebra.

We note that classical physics is the paradigmatic implementation of Heidegger’s view of a “thing” as the bearer of properties. However, in quantum theory, the situation is very different. There, the existence of any such realist interpretation is foiled by the famous Kochen–Specker theorem [12], which asserts that it is impossible to assign values to all physical quantities at once if this assignment is to satisfy the consistency condition that the value of a function of a physical quantity is that function of the value. For example, the value of “energy squared” is the square of the value of energy.

3.3.2 A Categorial Generalization of the Representation of Physical Quantities

The Kochen–Specker theorem implies that from Heidegger’s worldview, there is no “way things are.” To cope with this, physicists have historically fallen back on the instrumentalist interpretation of quantum theory with which we are all so familiar. However, as I keep emphasizing, in the context of quantum gravity, there are good reasons for wanting to achieve a more realist view, and the central question is how this can be done.

The problem is the great disparity between the mathematical formalism of classical physics—which is naturally realist—and the formalism of quantum physics—which is not. Let us summarize these different structures as they apply to a physical quantity A in a system S with associated propositions “A ∈ Δ” where $\Delta \subseteq \mathbb{R}$.

The classical theory of S:
- The state space is a set S.
- A is represented by a function $\tilde{A} : S \rightarrow \mathbb{R}$.
- The proposition “A ∈ Δ” is represented by the subset $\tilde{A}^{-1}(\Delta) \subseteq S$ of S. The collection of all such subsets forms a Boolean lattice.

The quantum theory of S:
- The state space is a Hilbert space $\mathcal{H}$.
- A is represented by a self-adjoint operator, $\hat{A}$, on $\mathcal{H}$. 
The proposition “$A \in \Delta$” is represented by the operator $\hat{E}[\hat{A} \in \Delta]$ that projects onto the subset $\Delta \cap \text{sp}(\hat{A})$ of the spectrum, $\text{sp}(\hat{A})$, of $\hat{A}$. The collection of all projection operators on $\mathcal{H}$ forms a non-distributive lattice.

The “nonrealism” of quantum theory is reflected in the fact that propositions are represented by elements of a non-distributive lattice, whereas in classical physics, a distributive lattice (Boolean algebra) is used.

So how can we find a formalism that goes beyond classical physics and yet retains some degree of realist interpretation? One possibility is to generalize the axioms of classical physics to a category, $\tau$, other than the category of sets. Such a representation of a physical system would include the following ingredients:

### The $\tau$-category theory of $S$:

- There are two special objects, $\Sigma$, $\mathcal{R}$, in $\tau$ known respectively as the state object and quantity-value object.
- A physical quantity, $A$, is represented by an arrow $\hat{A} : \Sigma \to \mathcal{R}$ in the category $\tau$.
- Propositions about the physical world are represented by subobjects of the state object $\Sigma$. In standard physics, there must be some way of embedding into this structure propositions of the form “$A \in \Delta$” where $\Delta \subseteq \mathbb{R}$.

But does such “categorification” work? In particular, is there some category such that quantum theory can be rewritten in this way?

### 3.4 The Use of Topos Theory

#### 3.4.1 The Nature of a Topos

The simple answer to the question of categorification is “no,” not in general. The subobjects of an object in a general category do not have any logical structure, and I regard possessing such a structure to be a sine qua non for the propositions in a physical theory. However, there is a special type of category, known as a topos, in which the subobjects of any object do have a logical structure—a remark that underpins our entire research program.

Broadly speaking, a topos, $\tau$, is a category that behaves in certain critical respects just like the category, $\text{Sets}$, of sets. In particular, these include the following:

1. There is an initial object, $0_\tau$, and a terminal object, $1_\tau$. These are the analogues of, respectively, the empty set, $\emptyset$, and the singleton set $\{\ast\}$.

   A global element (or just element) of an object $X$ is defined to be an arrow $x : 1_\tau \to X$. This definition reflects the fact that in set theory, any element $x$ of a set $X$ can be associated with a unique arrow\(^6\) $x : \{\ast\} \to X$ defined by\(^7\) $x(\ast) := x$.

---

\(^6\) The singleton, $\{\ast\}$, is not unique, of course. But any two singletons are isomorphic as sets, and it does not matter which one we choose.

\(^7\) Note that, hopefully without confusion, we are using the same letter “$x$” for the element in $X$ and the associated function from $\{\ast\}$ to $X$. 

The set of all global elements of an object \( X \) is denoted\(^8 \) \( \Gamma X \); that is, \( \Gamma X := \text{Hom}_\tau(1_\tau, X) \).

2. One can form *products* and *co-products* of objects.\(^9 \) These are the analogue of the Cartesian product and disjoint union in set theory.

3. In set theory, the collection, \( B^A \), of functions \( f : A \to B \) between sets \( A \) and \( B \) is itself a *set*—that is, it is an object in the category of sets. In a topos, there is an analogous operation known as *exponentiation*. This associates to each pair of objects \( A, B \) in \( \tau \) an object \( B^A \) with the characteristic property that

\[
\text{Hom}_\tau(1_\tau, B^A) \cong \text{Hom}_\tau(1_\tau \times A, B)
\]

for all objects \( C \). In set theory, the relevant statement is that a parameterized family of functions \( c \mapsto f_c : A \to B, \ c \in C \), is equivalent to a single function \( F : C \times A \to B \) defined by \( F(c, a) := f_c(a) \) for all \( c \in C, a \in A \).

4. Each subset \( A \subseteq X \) of a set \( X \) is associated with a unique “characteristic function” \( \chi_A : X \to \{0, 1\} \) defined by \( \chi_A(x) := 1 \) if \( x \in A \), and \( \chi_A(x) = 0 \) if \( x \not\in A \). Here, 0 and 1 can be viewed as standing for “false” and “true,” respectively, so that \( \chi_A(x) = 1 \) corresponds to the mathematical proposition “\( x \in A \)” being true.

This operation is mirrored in any topos. More precisely, there is a so-called subobject classifier, \( \Omega_\tau \), that is the analogue of the set \( \{0, 1\} \). Specifically, to each subobject \( A \) of an object \( X \) there is associated a characteristic arrow \( \chi_A : X \to \Omega_\tau \); conversely, each arrow \( \chi : X \to \Omega_\tau \) determines a unique subobject of \( X \). Thus,

\[
\text{Sub}(X) \cong \text{Hom}_\tau(X, \Omega_\tau)
\]

where \( \text{Sub}(X) \) denotes the collection of all subobjects of \( X \).

5. The *power set*, \( PX \), of any set \( X \), is defined to be the set of all subsets of \( X \). Each subset \( A \subseteq X \) determines and is uniquely determined by its characteristic function \( \chi_A : X \mapsto \{0, 1\} \). Thus, the set \( PX \) is in bijective correspondence with the function space \( \{0, 1\}^X \).

Analogously, in a general topos, \( \tau \), we define the *power object* of an object \( X \) to be \( PX := \Omega_\tau^X \). It follows from Equation (3.4.1) that

\[
\Gamma(PX) := \text{Hom}_\tau(1_\tau, PX) = \text{Hom}_\tau(1_\tau, \Omega_\tau^X) \\
\cong \text{Hom}_\tau(1_\tau \times X, \Omega_\tau) \cong \text{Hom}_\tau(X, \Omega_\tau) \\
\cong \text{Sub}(X)
\]

Sub(X) is always nonempty (because any object \( X \) is always a subobject of itself), so it follows that for any \( X \), the object \( PX \) is nontrivial. As a matter of notation, if \( A \) is a subobject of \( X \), the corresponding arrow from \( 1_\tau \) to \( PX \) is called the *name* of \( A \) and is denoted \( \Gamma A \mapsto 1_\tau \to PX \).

A key result for our purposes is that in any topos, the collection \( \text{Sub}(X) \) of subobjects of any object \( X \) forms a *Heyting algebra*, as does the set \( \Gamma \Omega_\tau := \text{Hom}_\tau(1_\tau, \Omega_\tau) \) of global elements of the subobject classifier \( \Omega_\tau \). A Heyting algebra is a distributive

---

\(^8\) In general, \( \text{Hom}_\tau(X, Y) \) denotes the collection of all arrows in \( \tau \) from the object \( X \) to the object \( Y \).

\(^9\) More generally, there are pull-backs and push-outs.
lattice, \( h \), with top and bottom elements 1 and 0 and such that if \( \alpha, \beta \in h \), there exists an element \( \alpha \Rightarrow \beta \) in \( h \) with the property

\[
\gamma \leq (\alpha \Rightarrow \beta) \quad \text{if and only if} \quad \gamma \land \alpha \leq \beta.
\]

(3.4.4)

Then, the “negation” of any \( \alpha \in h \) is defined as

\[
\neg \alpha := (\alpha \Rightarrow 0)
\]

(3.4.5)

A Heyting algebra has all the properties of a Boolean algebra, except that the principle of excluded middle may not hold. That is, there may exist \( \alpha \in h \) such that \( \alpha \lor \neg \alpha < 1 \); that is, \( \alpha \lor \neg \alpha \neq 1 \). Equivalently, there may be \( \beta \in h \) such that \( \beta < \neg \neg \beta \). Of course, in a Boolean algebra, we have \( \beta = \neg \neg \beta \) for all \( \beta \). We return to this feature shortly.

### 3.4.2 The Mathematics of “Neorealism”

Let us now consider the assignment of truth values to propositions in mathematics. In set theory, let \( K \subseteq X \) be a subset of some set \( X \), and let \( x \) be an element of \( X \). Then, the basic mathematical proposition “\( x \in K \)” is true if and only if \( x \) is an element of the subset \( K \). At the risk of seeming pedantic, the truth value, \( \llbracket x \in K \rrbracket \), of this proposition can be written as

\[
\llbracket x \in K \rrbracket := \begin{cases} 1 & \text{if } x \text{ belongs to } K; \\ 0 & \text{otherwise}. \end{cases}
\]

(3.4.6)

In terms of the characteristic function \( \chi_K : X \to \{0, 1\} \), we have

\[
\llbracket x \in K \rrbracket = \chi_K \circ x
\]

(3.4.7)

where \( \chi_K \circ x : \{\ast\} \to \{0, 1\} \).

The reason for writing the truth value Equation (3.4.6) as Equation (3.4.7) is that this is the form that generalizes to an arbitrary topos. More precisely, let \( K \in \text{Sub}(X) \) with characteristic arrow \( \chi_K : X \to \Omega_{\tau} \), and let \( x \) be a global element of \( X \) so that \( x : 1_{\tau} \to X \). Then, the “generalized” truth value of the mathematical proposition “\( x \in K \)” is defined to be the arrow

\[
\llbracket x \in K \rrbracket := \chi_K \circ x : 1_{\tau} \to \Omega_{\tau}.
\]

(3.4.8)

Thus, \( \llbracket x \in K \rrbracket \) belongs to the Heyting algebra \( \Gamma \Omega_{\tau} \). The adjective generalized refers to the fact that in a generic topos, the Heyting algebra contains elements other than just 0 and 1. In this sense, a proposition in a topos can be only partially true: a concept that seems ideal for application to the fitful reality of a quantum system.

This brings us to our main contention, which is that it may be profitable to consider constructing theories of physics in a topos other than the familiar topos of sets [1–11]. The propositions in such a theory admit a “neo”-realist interpretation in the sense that there is a “way things are,” but this is specified by generalized truth values that may not be just true (1) or false (0).

---

10 For the notation to be completely consistent, the left-hand side of Equation (3.4.6) should really be written as \( \llbracket x \in K \rrbracket (\ast) \).
Such a theory has the following ingredients:

1. A physical quantity \( A \) is represented by a \( \tau \)-arrow \( \bar{A} : \Sigma \to \mathcal{R} \) from the state object \( \Sigma \) to the quantity-value object \( \mathcal{R} \).

2. Propositions about \( S \) are represented by elements of the Heyting algebra, \( \text{Sub}(\Sigma) \), of subobjects of \( \Sigma \). If \( Q \) is such a proposition, we denote by \( \delta(Q) \) the associated subobject of \( \Sigma \); the “name” of \( \delta(Q) \) is the arrow \( \bar{\gamma} \delta(Q) \gamma : 1_\tau \to P \Sigma \).

3. The topos analogue of a state is a “pseudo-state,” which is a particular type of subobject of \( \Sigma \). Given this pseudo-state, each proposition can be assigned a truth value in the Heyting algebra \( \Gamma \Omega_\tau \). Equivalently, we can use “truth objects” (see the following).

Conceptually, such a theory is neorealist in the sense that the propositions and their truth values belong to structures that are “almost” Boolean: in fact, they differ from Boolean algebras only insofar as the principle of excluded middle may not apply.

Thus, a theory expressed in this way “looks like” classical physics, except that classical physics always employs the topos \( \text{Sets} \), whereas other theories—including, we claim, quantum theory—use a different topos. If the theory requires a background spacetime (or functional equivalent thereof), this would be represented by another special object, \( \mathcal{M} \), in the topos. It would even be possible to mimic the actions of differential calculus if the topos is such as to support synthetic differential geometry.11

The presence of intrinsic logical structures in a topos has another striking implication. Namely, a topos can be used as a foundation for mathematics itself, just as set theory is used in the foundations of “normal” (or “classical”) mathematics. Thus, classical physics is modeled in the topos of sets and thereby by standard mathematics. But a theory of physics modeled in a topos, \( \tau \), other than \( \text{Sets} \) is being represented in an alternative mathematical universe! The absence of excluded middle means that proofs by contradiction cannot be used; but, apart from that, this so-called intuitionistic logic can be handled in the same way as classical logic.

A closely related feature is that each topos has an “internal language” that is functionally similar to the formal language on which set theory is based. It is this internal language that is used in formulating axioms for the mathematical universe associated with the topos. The same language is also used in constructing the neorealist interpretation of the physical theory.

### 3.4.3 The Idea of a Pseudo-State

In discussing the construction of truth values, it is important to distinguish clearly between truth values of mathematical propositions and truth values of physical propositions. A key step in constructing a physical theory is to translate the latter into the former. For example, in classical physics, the physical proposition “\( A \in \Delta \)” is represented by the subset \( \bar{A}^{-1}(\Delta) \) of the state space, \( \mathcal{S} \); that is,

\[
\delta(A \in \Delta) := \bar{A}^{-1}(\Delta).
\]

11 This approach to calculus is based on the existence of genuine infinitesimals in certain topoi. For example, see [13].
Then, for any state \( s \in \mathcal{S} \), the truth value of the physical proposition “\( A \in \Delta \)” is defined to be the truth value of the mathematical proposition “\( s \in \delta(A \in \Delta) \)” (or, equivalently, the truth value of the mathematical proposition “\( \hat{A}(s) \in \Delta \)”).

Given these ideas, in a topos theory one might expect to represent a physical state by a global element \( s : 1 \to \Sigma \) of the state object \( \Sigma \). The truth value of a proposition, \( \mathcal{Q} \), represented by a subobject \( \delta(\mathcal{Q}) \) of \( \Sigma \), would then be defined as the global element

\[
\nu(\mathcal{Q}; s) := \| s \in \delta(\mathcal{Q}) \| = \chi_{\delta(\mathcal{Q})} \circ s : 1 \to \Omega_t \tag{3.4.10}
\]

of \( \Omega_t \). However, in the topos version of quantum theory (see Section 3.5), it transpires that \( \Sigma \) has no global elements at all: in fact, this turns out to be precisely equivalent to the Kochen–Specker theorem! This absence of global elements of the state object could well be a generic feature of topos-formulated physics, in which case we cannot use Equation (3.4.10) and need to proceed in a different way.

In set theory, there are two mathematical statements that are equivalent to “\( s \in K \)”.

These are (1):

\[
K \in T^s, \tag{3.4.11}
\]

where the “truth object” \( T^s \) is defined by\(^{12} \)

\[
T^s := \{ J \subseteq \mathcal{S} \mid s \in J \}, \tag{3.4.13}
\]

and (2):

\[
\{ s \} \subseteq K. \tag{3.4.14}
\]

Thus, in classical physics, “\( A \in \Delta \)” is true in a state \( s \) if and only if (1) \( \delta(A \in \Delta) \in T^s \) and (2) \( \{ s \} \subseteq \delta(A \in \Delta) \).

Let us consider in turn the topos analogue of these two options.

### 3.4.3.1 Option 1 (The Truth-Object Option)

Note that \( T^s \) is a collection of subsets of \( \mathcal{S} \); that is, \( T^s \in \text{Sub}(P\mathcal{S}) \). The interesting thing about Equation (3.4.11) is that it is of the form “\( x \in X \)” and therefore has an immediate generalization to any topos. More precisely, in a general topos \( \tau \), a truth object, \( T \), would be a subobject of \( P\Sigma \) (equivalently, a global element of \( P(P\Sigma) \)) with a characteristic arrow \( \chi_T : P\Sigma \to \Omega_\tau \). Then, the physical proposition \( \mathcal{Q} \) has the topos truth value

\[
\nu(\mathcal{Q}; T) := \| \delta(\mathcal{Q}) \in T \| = \chi_T \circ \delta(\mathcal{Q})^{-1} \circ 1_{\tau} \to \Omega_\tau. \tag{3.4.15}
\]

The key remark is that although Equation (3.4.10) is inapplicable if there are no global elements of \( \Sigma \), Equation (3.4.15) can be used because global elements of a power object (like \( P(P\Sigma) \)) always exist. Thus, in option 1, the analogue of a classical state \( s \in \mathcal{S} \) is played by the truth object \( T \in \text{Sub}(P\Sigma) \).

\(^{12}\) Note that \( s \) can be recovered from \( T^s \) via

\[
\{ s \} := \bigcap_{K \in T^s} K. \tag{3.4.12}
\]
3.4.3.2 Option 2 (The Pseudo-State Option)

We cannot use Equation (3.4.14) in a literal way in the topos theory because if there are no global elements, s, of Σ, trying to construct an analogue of \( \{s\} \) is meaningless. However, although there are no global elements of Σ, there may nevertheless be certain subobjects, \( \tau \), of Σ (what we call “pseudo-states”) that are, in some sense, as “close as we can get” to the (nonexistent) analogue of the singleton subsets, \( \{s\} \), of \( S \). We must then consider the mathematical proposition “\( \tau \subseteq \delta(Q) \)” where \( \tau \) and \( \delta(Q) \) are both subobjects of Σ.

As we have seen in Equation (3.4.8), the truth value of the mathematical proposition “\( x \in K \)” is a global element of \( \Omega_{\tau} \); as such, it may have a value other than 1 (“true”) or 0 (“false”). In other words, “\( x \in K \)” can be only “partially true.” What is important for us is that an analogous situation arises if \( J, K \) are subobjects of some object \( X \). Namely, a global element, \( \llbracket J \subseteq K \rrbracket \), of \( \Omega_{\tau} \) can be assigned to the proposition “\( J \subseteq K \)” if \( J \) can be assigned to the proposition “\( J \subseteq K \)” that is, there is a precise sense in which one subobject of \( X \) can be only “partially” a subobject of another. In this scenario, a physical proposition \( Q \) has the topos truth value

\[
v(Q; \tau) := \llbracket \tau \subseteq \delta(Q) \rrbracket
\]

when the pseudo-state is \( \tau \). The general definition of \( \llbracket J \subseteq K \rrbracket \) is not important for our present purposes. In the quantum case, the explicit form is discussed in Chapter 4 in this volume by my collaborator, Andreas Döring.

To summarize what has been said so far, the key ingredients in formulating a theory of a physical system in a topos \( \tau \) are the following:

1. There is a “state object,” \( \Sigma \), in \( \tau \).
2. To each physical proposition, \( Q \), there is associated a subobject, \( \delta(Q) \), of \( \Sigma \).
3. The analogue of a classical state is given by either (1) a truth object, \( T \), or (2) a pseudo-state \( \tau \). The topos truth value of the proposition \( Q \) is then \( \llbracket \delta(Q) \in T \rrbracket \), or \( \llbracket \tau \subseteq \delta(Q) \rrbracket \), respectively.

Note that no mention has been made here of the quantity-value object \( \mathcal{R} \). However, in practice, this also is expected to play a key role, not least in constructing the physical propositions. More precisely, we anticipate that each physical quantity \( A \) will be represented by an arrow \( \hat{A} : \Sigma \to \mathcal{R} \), and then a typical proposition will be of the form “\( A \in \mathcal{E} \)” where \( \mathcal{E} \) is some subobject of \( \mathcal{R} \).

If any “normal” physics is addressed in this way, physical quantities are expected to be real-valued, and the physical propositions are of the form “\( A \in \Delta \)” for some \( \Delta \subseteq \mathbb{R} \). In this case, it is necessary to decide what subobject of \( \mathcal{R} \) in the topos corresponds to the external quantity \( \Delta \subseteq \mathbb{R} \).

There is subtlety here, however; although (in any topos we are likely to consider) there is a precise topos analogue of the real numbers,\(^13\) it would be a mistake to assume that this is necessarily the quantity-value object; indeed, in our topos version of quantum theory, this is definitely not the case.

The question of relating \( \Delta \subseteq \mathbb{R} \) to some subobject of the quantity-value object \( \mathcal{R} \) in \( \tau \) is just one aspect of the more general issue of distinguishing quantities that are

---

\(^{13}\) Albeit defined using the analogue of Dedekind cuts, not Cauchy sequences.
external to the topos and those that are internal. Thus, for example, a subobject $\Xi$ of $\mathcal{R}$ in $\tau$ is an internal concept, whereas $\Delta \subseteq \mathbb{R}$ is external, referring as it does to something, $\mathbb{R}$, that lies outside $\tau$. Any reference to a background space, time, or spacetime would also be external. Ultimately, perhaps—or, at least, certainly in the context of quantum cosmology—one would want to have no external quantities at all. However, in any more “normal” branch of physics, it is natural that the propositions about the system refer to the external (to the theory) world to which theoretical physics is meant to apply. And, even in quantum cosmology, the actual collection of what counts as physical quantities is external to the formalism itself.

3.5 The Topos of Quantum Theory

3.5.1 The Kochen–Specker Theorem and Contextuality

To motivate our choice of topos for quantum theory, let us return again to the Kochen–Specker theorem, which asserts the impossibility of assigning values to all physical quantities while, at the same time, preserving the functional relations between them [12].

In a quantum theory, a physical quantity $A$ is represented by a self-adjoint operator $\hat{A}$ on the Hilbert space, $\mathcal{H}$, of the system. A “valuation” is defined to be a real-valued function $\lambda$ on the set of all bounded, self-adjoint operators, with the properties that (1) the value $\lambda(\hat{A})$ belongs to the spectrum of $\hat{A}$, and (2) the functional composition principle (or FUNC for short) holds:

$$\lambda(\hat{B}) = h(\lambda(\hat{A}))$$  \hspace{1cm} (3.5.1)

for any pair of self-adjoint operators $\hat{A}$, $\hat{B}$ such that $\hat{B} = h(\hat{A})$ for some real-valued function $h$.

Several important results follow from this definition. For example, if $\hat{A}_1$ and $\hat{A}_2$ commute, it follows from the spectral theorem that there exists an operator $\hat{C}$ and functions $h_1$ and $h_2$ such that $\hat{A}_1 = h_1(\hat{C})$ and $\hat{A}_2 = h_2(\hat{C})$. It then follows from FUNC that

$$\lambda(\hat{A}_1 + \hat{A}_2) = \lambda(\hat{A}_1) + \lambda(\hat{A}_2)$$  \hspace{1cm} (3.5.2)

and

$$\lambda(\hat{A}_1 \hat{A}_2) = \lambda(\hat{A}_1) \lambda(\hat{A}_2).$$  \hspace{1cm} (3.5.3)

The Kochen–Specker theorem says that no valuations exist if $\dim(\mathcal{H}) > 2$. Conversely, Equations (3.5.2)–(3.5.3) show that if it existed, a valuation restricted to a commutative subalgebra of operators would be just an element of the spectrum of the algebra, and, of course, such elements do exist. Thus, valuations exist on any
commutative subalgebra\(^1\) of operators but not on the (noncommutative) algebra, \(B(\mathcal{H})\), of all bounded operators. We shall call such valuations “local.”

Within the instrumentalist interpretation of quantum theory, the existence of local valuations is closely related to the possibility of making “simultaneous” measurements on commutating observables. However, the existence of local valuations also plays a key role in the so-called modal interpretations, in which values are given to the physical quantities that belong to some specific commuting set. The most famous such interpretation is that of David Bohm, where it is the configuration\(^1\) variables in the system that are regarded as always “existing” (in the sense of possessing values).

The topos implication of these remarks stems from the following observations. First, let \(V, W\) be a pair of commutative subalgebras with \(V \subseteq W\). Then, any (local) valuation, \(\lambda\), on \(W\) restricts to give a valuation on the subalgebra \(V\). More formally, if \(\Sigma_W\) denotes the set of all local valuations on \(W\), there is a “restriction map” \(r_{WV} : \Sigma_W \to \Sigma_V\) in which \(r_{WV}(\lambda) := \lambda|_V\) for all \(\lambda \in \Sigma_W\). It is clear that if \(U \subseteq V \subseteq W\), then

\[
r_{VV}(r_{WV}(\lambda)) = r_{WU}(\lambda)
\]

for all \(\lambda \in \Sigma_W\)—that is, restricting from \(W\) to \(U\) is the same as going from \(W\) to \(V\) and then from \(V\) to \(U\).

Note that if one existed, a valuation, \(\lambda\), on the noncommutative algebra of all operators on \(\mathcal{H}\) would provide an association of a “local” valuation \(\lambda_V := \lambda|_V\) to each commutative algebra \(V\) such that, for all pairs \(V, W\) with \(V \subseteq W\), we have

\[
\lambda_W|_V = \lambda_V.
\]

The Kochen–Specker theorem asserts there are no such associations \(V \mapsto \lambda_V \in \Sigma_V\) if \(\dim \mathcal{H} > 2\).

To explore this further, consider the situation where we have three commuting algebras \(V, W_1, W_2\) with \(V \subseteq W_1\) and \(V \subseteq W_2\), and suppose that \(\lambda_1 \in \Sigma_{W_1}\) and \(\lambda_2 \in \Sigma_{W_2}\) are local valuations. If there is some commuting algebra \(W\) so that (1) \(W_1 \subseteq W\) and \(W_2 \subseteq W\), and (2) there exists \(\lambda \in \Sigma_W\) such that \(\lambda_1 = \lambda|_{W_1}\) and \(\lambda_2 = \lambda|_{W_2}\), then Equation (3.5.4) implies that

\[
\lambda_1|_V = \lambda_2|_V.
\]

However, suppose now the elements of \(W_1\) and \(W_2\) do not all commute with each other—that is, there is no \(W\) such that \(W_1 \subseteq W\) and \(W_2 \subseteq W\). Then, although valuations \(\lambda_1 \in \Sigma_{W_1}\) and \(\lambda_2 \in \Sigma_{W_2}\) certainly exist, there is no longer any guarantee that they can be chosen to satisfy the matching condition in Equation (3.5.6). Indeed, the Kochen–Specker theorem says precisely that it is impossible to construct a collection of local valuations, \(\lambda_W\), for all commutative subalgebras \(W\) such that all the matching conditions of the form of Equation (3.5.6) are satisfied.

---

\(^{1}\) More precisely, because we want to include projection operators, we assume that the commutative algebras are von Neumann algebras. These algebras are defined over the complex numbers so that non–self-adjoint operators are included too.

\(^{1}\) If taken literally, the word configuration implies that the state space of the underlying classical system must be a cotangent bundle \(T^*Q\).
We note that triples $V, W_1, W_2$ of this type arise when there are noncommuting self-adjoint operators $\hat{A}_1, \hat{A}_2$ with a third operator $\hat{B}$ and functions $f_1, f_2 : \mathbb{R} \to \mathbb{R}$ such that $\hat{B} = f_1(\hat{A}_1) = f_2(\hat{A}_2)$. Of course, $[\hat{B}, \hat{A}_1] = 0$ and $[\hat{B}, \hat{A}_2] = 0$ so that, in physical parlance, $A_1$ and $B$ can be given “simultaneous values” (or can be measured simultaneously) as can $A_2$ and $B$. However, the implication of the preceding discussion is that the value ascribed to $B$ (respectively, the result of measuring $B$) depends on whether it is considered together with $A_1$ or together with $A_2$. In other words, the value of the physical quantity $B$ is contextual. This is often considered one of the most important implications of the Kochen–Specker theorem.

3.5.2 The Topos of Presheaves $\mathcal{V}(\mathcal{H})^{op}$

To see how all this relates to topos theory, let us rewrite the preceding slightly. Thus, let $\mathcal{V}(\mathcal{H})$ denote the collection of all commutative subalgebras of operators on the Hilbert space $\mathcal{H}$. This is a partially ordered set with respect to subalgebra inclusion. Hence, it is also a category whose objects are just the commutative subalgebras of $\mathcal{B}(\mathcal{H})$; we shall call it the “category of contexts.”

We view each commutative algebra as a context with which to view the quantum system in an essentially classical way in the sense that the physical quantities in any such algebra can be given consistent values, as in classical physics. Thus, each context is a “classical snapshot,” or “worldview,” or “window on reality.” In any modal interpretation of quantum theory, only one context at a time is used, but our intention is to use the collection of all contexts in one megastructure that will capture the entire quantum theory.

To do this, let us consider the association of the spectrum $\Sigma_V$ (the set of local valuations on $V$) to each commutative subalgebra $V$. As explained, there are restriction maps $r_{WV} : \Sigma_W \to \Sigma_V$ for all pairs $V, W$ with $V \subseteq W$, and these maps satisfy the conditions in Equation (3.5.4). In the language of category theory, this means that the operation $V \mapsto \Sigma_V$ defines the elements of a contravariant functor, $\Sigma$, from the category $\mathcal{V}(\mathcal{H})$ to the category of sets; equivalently, it is a covariant functor from the opposite category, $\mathcal{V}(\mathcal{H})^{op}$ to $\text{Sets}$.

Now, one of the basic results in topos theory is that for any category $C$, the collection of covariant functors $F : C^{op} \to \text{Sets}$ is a topos, known as the topos of presheaves over $C$, and is denoted $\text{Sets}^{C^{op}}$. In regard to quantum theory, our fundamental claim is that the theory can be reformulated so as to look like classical physics but in the topos $\mathcal{V}(\mathcal{H})^{op}$. The object $\Sigma$ is known as the spectral presheaf and plays a fundamental role in our theory. In purely mathematical terms, this has considerable interest as the foundation for a type of noncommutative spectral theory; from a physical perspective, we identify it as the state object in the topos.

The terminal object $1_{\text{Sets}^{\mathcal{V}(\mathcal{H})^{op}}}$ in the topos $\mathcal{V}(\mathcal{H})^{op}$ is the presheaf that associates to each commutative algebra $V$ a singleton set $\{\ast\}_V$, and the restriction maps are the obvious ones. It is then easy to see that a global element $\lambda : 1_{\text{Sets}^{\mathcal{V}(\mathcal{H})^{op}}} \to \Sigma$ of the spectral presheaf is an association to each $V$ of a spectral element $\lambda_V \in \Sigma_V$ such that,

16 In the standard instrumentalist interpretation of quantum theory, a context is selected by choosing to measure a particular set of commuting observables.
for all pairs $V, W$ with $V \subseteq W$, we have Equation (3.5.5). Thus, we have the following basic result:

The Kochen–Specker theorem is equivalent to the statement that the spectral presheaf, $\Sigma$, has no global elements.

Of course, identifying the topos and the state object is only the first step in constructing a topos formulation of quantum theory. The next key step is to associate a subobject of $\Sigma$ with each physical proposition. In quantum theory, propositions are represented by projection operators, and so what we seek is a map

$$\delta : \mathcal{P}(\mathcal{H}) \to \text{Sub}(\Sigma)$$  \hspace{1cm} (3.5.7)

where $\mathcal{P}(\mathcal{H})$ denotes the lattice of projection operators on $\mathcal{H}$. Thus, $\delta$ is a map from a nondistributive quantum logic to the (distributive) Heyting algebra, $\text{Sub}(\Sigma)$, in the topos $\text{Sets}^{\mathcal{V}(\mathcal{H})^{op}}$.

The precise definition of $\delta(\hat{P})$, $\hat{P} \in \mathcal{P}(\mathcal{H})$, is described in Chapter 4 in this volume by Andreas Döring. Suffice it to say that at each context $V$, it involves approximating $\hat{P}$ with the “closest” projector to $\hat{P}$ that lies in $V$: an operator that we call “daseinisation” in honor of Heidegger’s memorable existentialist perspective on ontology.

The next step is to construct the quantity-value object, $\mathcal{R}$. We do this by applying the Gelfand spectral transformation in each context $V$. The most striking remark about the result is that $\mathcal{R}$ is not the real-number object, $\mathbb{R}$, in the topos, although the latter is a subobject of the former. One result of this construction is that we are able to associate an arrow $\tilde{A} : \Sigma \to \mathcal{R}$ with each physical quantity $A$—that is, with each bounded, self-adjoint operator $\hat{A}$. This is a type of noncommutative spectral theory.

The final key ingredient is to construct the truth objects, or pseudostates; in particular, we wish to do this for each vector $|\psi\rangle$ in the Hilbert space $\mathcal{H}$. Again, the details can be found in Chapter 4 by Andreas Döring, but suffice it to say that the pseudostate, $\overline{\psi} |\psi\rangle$ associated with $|\psi\rangle \in \mathcal{H}$, can be written in the simple form

$$\overline{\psi} |\psi\rangle = \delta(|\psi\rangle \langle \psi|).$$  \hspace{1cm} (3.5.8)

In other words, the pseudostate corresponding to the unit vector $|\psi\rangle$ is just the daseinisation of the projection operator onto $|\psi\rangle$.

### 3.6 Conclusions

In this chapter, I have revisited the oft-repeated statement about fundamental incompatibilities between quantum theory and general relativity. In particular, I have argued that the conventional quantum formalism is inadequate to the task of quantum gravity both in regard to (1) the nonrealist, instrumentalist interpretation; and (2) the a priori use of the real and complex numbers.

The alternative that my collaborator Andreas Döring and I suggest is to employ a mathematical formalism that “looks like” classical physics (so as to gain some degree
of “realism”) but in a topos, \( \tau \), other than the topos of sets. The following are the ingredients in such a theory:

1. A state-object, \( \Sigma \), and a quantity-value object, \( R \).
2. A map \( \delta : \mathcal{P} \to \text{Sub}(\Sigma) \) from the set of propositions, \( \mathcal{P} \), to the Heyting algebra, \( \text{Sub}(\Sigma) \), of subobjects of \( \Sigma \).
3. A set of pseudostates, \( \omega \), or truth objects, \( T \). Then, the truth value of the physical proposition \( Q \) in the pseudostate \( \omega \) (resp. the truth object \( T \)) is \( \| \omega \subseteq \delta(Q) \| \) (resp. \( \| \delta(Q) \in T \| \)), which is a global element of the subobject classifier, \( \Omega_{\tau} \), in \( \tau \). The set \( \Gamma \Omega_{\tau} \) of all such global elements is also a Heyting algebra.

In the case of quantum theory, in our published articles, we have shown in great detail how this program goes through with the topos being the category, \( \text{Sets}^{\mathcal{V}(\mathcal{H})^{\text{op}}} \), of presheaves over the category/poset \( \mathcal{V}(\mathcal{H}) \) of commutative subalgebras of the algebra of all bounded operators on the Hilbert space \( \mathcal{H} \).

The next step in this program is to experiment with “generalizations” of quantum theory in which the context category is not \( \mathcal{V}(\mathcal{H}) \) but some category \( C \), which has no fundamental link with a Hilbert space, and therefore with the real or complex numbers. In a scheme of this type, the intrinsic contextuality of quantum theory is kept, but its domain of applicability could include spatiotemporal concepts that are radically different from those currently in use.
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CHAPTER 4

The Physical Interpretation of Daseinisation

Andreas Döring

4.1 Introduction

This chapter provides a conceptual discussion and physical interpretation of some of the quite abstract constructions in the topos approach to physics. In particular, the daseinisation process for projection operators and for self-adjoint operators is motivated and explained from a physical point of view. Daseinisation provides the bridge between the standard Hilbert space formalism of quantum theory and the new topos-based approach to quantum theory. As an illustration, I show all constructions explicitly for a three-dimensional Hilbert space and the spin-\(z\) operator of a spin-1 particle. Throughout, I refer to joint work with Chris Isham, and this chapter is intended to serve as a companion to the one he contributed to this volume.

4.1.1 The Topos Approach

The topos approach to quantum theory was initiated by Isham [21] and Butterfield and Isham [19, 22–24]. It was developed and broadened into an approach to the formulation of physical theories in general by Isham and by this author [12–15]. The long article [16] gives a more or less exhaustive and coherent overview of the approach. More recent developments are the description of arbitrary states by probability measures [9] and further developments [10] concerning the new form of quantum logic that constitutes a central part of the topos approach. For background, motivation, and the main ideas, see also Isham’s Chapter 3 in this volume.

Most of the work so far has been done on standard nonrelativistic quantum theory. A quantum system is described by its algebra of physical quantities. Often, this can be assumed to be \(\mathcal{B}(\mathcal{H})\), the algebra of all bounded operators on the (separable) Hilbert space \(\mathcal{H}\) of the system. More generally, one can use a suitable operator algebra. For conceptual and pragmatic reasons, we assume that the algebra of physical quantities is

\(^{1}\) and probably exhausting.
a von Neumann algebra $\mathcal{N}$ (see, for example, [25,29]). For our purposes, this poses no additional technical difficulty. Physically, it allows the description of quantum systems with symmetry or superselection rules. The reader unfamiliar with von Neumann algebras can always assume that $\mathcal{N} = B(\mathcal{H})$.

Quantum theory usually is identified with the Hilbert space formalism together with some interpretation. This works fine in a vast number of applications. Moreover, the Hilbert space formalism is very rigid. One cannot just change some part of the structure because this typically brings down the whole edifice. Yet there are serious conceptual problems with the usual instrumentalist interpretations of quantum theory that become even more severe when one tries to apply quantum theory to gravity and cosmology. For a discussion of some of these conceptual problems, see Isham’s Chapter 3 in this volume.

The topos approach provides not merely another interpretation of the Hilbert space formalism but also a mathematical reformulation of quantum theory based on structural and conceptual considerations. The resulting formalism is not a Hilbert space formalism. The fact that such a reformulation is possible at all is somewhat surprising. (Needless to say, many open questions remain.)

4.1.2 Daseinisation

This chapter focuses mainly on how the new topos formalism relates to the standard Hilbert space formalism. The main ingredient is the process that we coined daseinisation. It will be shown how daseinisation relates familiar structures in quantum theory to structures within the topos associated with a quantum system. Hence, daseinisation gives the “translation” from the ordinary Hilbert space formalism to the topos formalism.

The presentation here keeps the use of topos theory to an absolute minimum, and we do not assume any familiarity with category theory beyond the basics. Some notions and results from functional analysis (e.g., the spectral theorem) are used. As an illustration, we will show what all constructions look like concretely for the algebra $\mathcal{N} = B(\mathcal{C}^3)$ and the spin-$z$ operator, $\hat{S}_z \in B(\mathcal{C}^3)$, of a spin-1 particle.

In fact, there are two processes called daseinisation. The first is daseinisation of projections, which maps projection operators to certain subobjects of the state object. (The state object and its subobjects are defined herein.) This provides the bridge from ordinary Birkhoff–von Neumann quantum logic to a new form of quantum logic that is based on the internal logic of a topos associated with the quantum system. The second is daseinisation of self-adjoint operators, which maps each self-adjoint operator to an arrow in the topos. Mathematically, the two forms of daseinisation are related, but conceptually they are quite different.

The topos approach emphasizes the role of classical perspectives on a quantum system. A classical perspective or context is nothing but a set of commuting physical quantities or, more precisely, the abelian von Neumann algebra generated by such a set. One of the main ideas is that all classical perspectives should be taken into account simultaneously. But given, for example, a projection operator, which represents a proposition about the value of a physical quantity in standard quantum theory, one is immediately faced with the problem that the projection operator is contained in
4.2 Propositions and Their Representation in Classical Physics and Standard Quantum Theory

**Propositions.** Let $S$ be some physical system, and let $A$ denote a physical quantity pertaining to the system $S$ (e.g., position, momentum, energy, angular momentum, spin). We are concerned with propositions of the form “the physical quantity $A$ has a value in the set $\Delta$ of real numbers,” for which we use the shorthand notation “$A \in \Delta$."

In all applications, $\Delta$ will be a Borel subset of the real numbers $\mathbb{R}$.

Arguably, physics is fundamentally about what we can say about the truth values of propositions of the form “$A \in \Delta$” (where $A$ varies over the physical quantities of the system and $\Delta$ varies over the Borel subsets of $\mathbb{R}$) when the system is in a given state. Of course, the state may change in time, and hence the truth values also will change in time.\(^2\)

Speaking about propositions like “$A \in \Delta$” requires a certain amount of conceptualizing. We accept that it is sensible to talk about physical systems as suitably separated entities, that each such physical system is characterized by its physical quantities, and that the range of values of a physical quantity $A$ is a subset of the real numbers. If we want to assign truth values to propositions, then we need the concept of a state of a physical system $S$, and the truth values of propositions will depend on the state. If we regard these concepts as natural and basic (and potentially as prerequisites for doing physics at all), then a proposition “$A \in \Delta$” *refers to the world* in the most direct conceivable sense.\(^3\) We will deviate from common practice, though, by insisting that also in quantum theory, a proposition is about “how things are” and is not to be understood as a counterfactual statement; that is, it is not merely about what we would obtain as a measurement result if we were to perform a measurement.

---

\(^2\) One could also think of propositions about *histories* of a physical system $S$ such that propositions refer to multiple times, and the assignment of truth values to such propositions (in a given, evolving state). For some very interesting recent results on a topos formulation of histories, see Flori’s recent article [18].

\(^3\) Of course, as explained by Isham in Chapter 3, it is one of the central motivations for the whole topos program to find a mathematical framework for physical theories that is not depending fundamentally on the real numbers. In particular, the premise that physical quantities have real values is doubtful in this light. How this seeming dilemma is solved in the topos approach to quantum theory is clarified in Section 4.5.
4.2.1 Classical Physics, State Spaces, and Realism

In classical physics, a state of the system $S$ is represented by an element of a set; namely, by a point of the state space $S$ of the system. Each physical quantity $A$ is represented by a real-valued function $f_A : S \to \mathbb{R}$ on the state space. A proposition “$A \in \Delta$” is represented by a certain subset of the state space; namely the set $f_A^{-1}(\Delta)$. We assume that $f_A$ is (at least) measurable. Because $\Delta$ is a Borel set, the subset $f_A^{-1}(\Delta)$ of state space representing “$A \in \Delta$” is a Borel set too.

In any state, each physical quantity $A$ has a value, which is simply given by evaluation of the function $f_A$ representing $A$ at the point $s \in S$ of state space representing the state—that is, the value is $f_A(s)$. Every proposition “$A \in \Delta$” has a Boolean truth value in each given state $s \in S$:

$$v(\text{"A } \in \text{\Delta"}; s) = \begin{cases} \text{true} & \text{if } s \in f_A^{-1}(\Delta) \\ \text{false} & \text{if } s \notin f_A^{-1}(\Delta) \end{cases}.$$ (4.1)

Let “$A \in \Delta$” and “$B \in \Gamma$” be two different propositions, represented by the Borel subsets $f_A^{-1}(\Delta)$ and $f_B^{-1}(\Gamma)$ of $S$, respectively. The union $f_A^{-1}(\Delta) \cup f_B^{-1}(\Gamma)$ of the two Borel subsets is another Borel subset, and this subset represents the proposition “$A \in \Delta$ or $B \in \Gamma$” (disjunction). Similarly, the intersection $f_A^{-1}(\Delta) \cap f_B^{-1}(\Gamma)$ is a Borel subset of $S$, and this subset represents the proposition “$A \in \Delta$ and $B \in \Gamma$” (conjunction). Both conjunction and disjunction can be extended to arbitrary countable families of Borel sets representing propositions. The set-theoretic operations of taking unions and intersections distribute over each other. Moreover, the negation of a proposition “$A \in \Delta$” is represented by the complement $S \setminus f_A^{-1}(\Delta)$ of the Borel set $f_A^{-1}(\Delta)$. Clearly, the empty subset $\emptyset$ of $S$ represents the trivially false proposition, and the maximal Borel subset, $S$ itself, represents the trivially true proposition. The set $\mathcal{B}(S)$ of Borel subsets of the state space $S$ of a classical system thus is a Boolean $\sigma$-algebra—that is, a $\sigma$-complete distributive lattice with complement. Stone’s theorem shows that every Boolean algebra is isomorphic to the algebra of subsets of a suitable space, so Boolean logic is closely tied to the use of sets.

The fact that in a given state $s$ each physical quantity has a value and each proposition has a truth value makes classical physics a realist theory.\(^5\)

4.2.2 Representation of Propositions in Standard Quantum Theory

In contrast to that, in quantum physics it is not possible to assign real values to all physical quantities at once. This is the content of the Kochen–Specker theorem [26] (for the generalization to von Neumann algebras, which is also needed for this chapter, see [7]). In the standard Hilbert space formulation of quantum theory, each physical

\(^4\) We avoid the usual synonym phase space, which seems to be a historical misnomer. In any case, there are no phases in a phase space.

\(^5\) Here, we could enter into an interesting but potentially never-ending discussion on physical reality, ontology, epistemology, and so forth. We avoid that and posit that for the purpose of this chapter, a realist theory is one that in any given state allows us to assign truth values to all propositions of the form “$A \in \Delta$.” Moreover, we require that there is a suitable logical structure, in particular a deductive system, in which we can argue about (representatives of) propositions.
quantity $A$ is represented by a self-adjoint operator $\hat{A}$ on some Hilbert space $\mathcal{H}$. The range of possible real values that $A$ can take is given by the spectrum $\text{sp}(\hat{A})$ of the operator $\hat{A}$. Of course, there is a notion of states in quantum theory: in the simplest version, they are given by unit vectors in the Hilbert space $\mathcal{H}$. There is a particular mapping taking self-adjoint operators and unit vectors to real numbers; namely, the evaluation

$$\langle \hat{A}, |\psi\rangle \mapsto \langle \psi | \hat{A} | \psi \rangle.$$  \hfill (4.2)

In general (unless $|\psi\rangle$ is an eigenstate of $\hat{A}$), this real value is not the value of the physical quantity $A$ in the state described by $\psi$. It rather is the expectation value, which is a statistical and instrumentalist notion. The physical interpretation of the mathematical formalism of quantum theory fundamentally depends on measurements and observers.

According to the spectral theorem, propositions like “$A \in \Delta$” are represented by projection operators $\hat{P} = E[A \in \Delta]$. Each projection $\hat{P}$ corresponds to a unique closed subspace $U_\hat{P}$ of the Hilbert space $\mathcal{H}$ of the system and vice versa. The intersection of two closed subspaces is a closed subspace, which can be taken as the definition of a conjunction. The closure of the subspace generated by two closed subspaces is a candidate for the disjunction, and the function sending a projection $\hat{P}$ to $\hat{I} - \hat{P}$ is an orthocomplement. Birkhoff and von Neumann suggested in their seminal paper [1] interpreting these mathematical operations as providing a logic for quantum systems.

At first sight, this looks similar to the classical case: the Hilbert space $\mathcal{H}$ now takes the role of a state space, while its closed subspaces represent propositions. But there is an immediate, severe problem: if the Hilbert space $\mathcal{H}$ is at least two-dimensional, then the lattice $L(\mathcal{H})$ of closed subspaces is nondistributive (and so is the isomorphic lattice of projections). This makes it very hard to find a proper semantics of quantum logic.\(^6\)

4.3 Basic Structures in the Topos Approach to Quantum Theory

4.3.1 Contexts

As argued by Isham in this volume, the topos formulation of quantum theory is based on the idea that one takes the collection of all classical perspectives on a quantum system. No single classical perspective can deliver a complete picture of the quantum system, but the collection of all of them may well do. As we will see, it is also of great importance how the classical perspectives relate to each other.

These ideas are formalized in the following way: we consider a quantum system as being described by a von Neumann algebra $\mathcal{N}$ (see, for example, [25]). Such an algebra is always given as a subalgebra of $B(\mathcal{H})$, the algebra of all bounded operators on a suitable Hilbert space $\mathcal{H}$. We can always assume that the identity in $\mathcal{N}$ is the identity

\(^6\) We cannot discuss the merits and shortcomings of quantum logic here. Suffice it to say that there are more conceptual and interpretational problems and a large number of developments and abstractions from standard quantum logic (i.e., the lattice of closed subspaces of Hilbert space). An excellent review is in [2].
operator $\hat{1}$ on $\mathcal{H}$. Because von Neumann algebras are much more general than just the algebras of the form $\mathcal{B}(\mathcal{H})$ and all our constructions work for arbitrary von Neumann algebras, we present the results in this general form. For a very good introduction to the use of operator algebras in quantum theory, see [17]. Von Neumann algebras can be used to describe quantum systems with symmetry or superselection rules. Throughout, we use the very simple example of $\mathcal{N} = \mathcal{B}(\mathbb{C}^3)$ to illustrate the constructions.

We assume that the self-adjoint operators in the von Neumann algebra $\mathcal{N}$ associated with our quantum system represent the physical quantities of the system. A quantum system has noncommuting physical quantities, so the algebra $\mathcal{N}$ is nonabelian. The $\mathbb{R}$-vector space of self-adjoint operators in $\mathcal{N}$ is denoted as $\mathcal{N}_{sa}$.

A classical perspective is given by a collection of commuting physical quantities. Such a collection determines an abelian subalgebra, typically denoted as $\mathcal{V}$, of the nonabelian von Neumann algebra $\mathcal{N}$. An abelian subalgebra is often called a context, and we will use the notions classical perspective, context, and abelian subalgebra synonymously. We consider only abelian subalgebras that

- are von Neumann algebras—that is, they are closed in the weak topology; the technical advantage is that the spectral theorem holds in both $\mathcal{N}$ and its abelian von Neumann subalgebras, and that the lattices of projections in $\mathcal{N}$ and its abelian von Neumann subalgebras are complete
- contain the identity operator $\hat{1}$

Given a von Neumann algebra $\mathcal{N}$, let $\mathcal{V}(\mathcal{N})$ be the set of all its abelian von Neumann subalgebras that contain $\hat{1}$. By convention, the trivial abelian subalgebra $\mathcal{V}_0 = \mathbb{C}\hat{1}$ is not contained in $\mathcal{V}(\mathcal{N})$. If some subalgebra $\mathcal{V}' \in \mathcal{V}(\mathcal{N})$ is contained in a larger subalgebra $\mathcal{V} \in \mathcal{V}(\mathcal{N})$, then we denote the inclusion as $\mathcal{V}' \hookrightarrow \mathcal{V}$. Clearly, $\mathcal{V}(\mathcal{N})$ is a partially ordered set under inclusion, and as such is a simple kind of category (see, for example, [27]). The objects in this category are the abelian von Neumann subalgebras, and the arrows are the inclusions. Clearly, there is at most one arrow between any two objects. We call $\mathcal{V}(\mathcal{N})$ the category of contexts of the quantum system described by the von Neumann algebra $\mathcal{N}$.

Considering the abelian parts of a nonabelian structure may seem trivial, yet in fact it is not because the context category $\mathcal{V}(\mathcal{N})$ keeps track of the relations between contexts: whenever two abelian subalgebras $\mathcal{V}$, $\mathcal{V}'$ have a nontrivial intersection, then there are inclusion arrows

$$\mathcal{V} \leftarrow \mathcal{V} \cap \mathcal{V}' \rightarrow \mathcal{V}'$$

(4.3)

in $\mathcal{V}(\mathcal{N})$. Every self-adjoint operator $\hat{A} \in \mathcal{V} \cap \mathcal{V}'$ can be written as $g(\hat{B})$ for some $\hat{B} \in \mathcal{V}_{sa}$, where $g : \mathbb{R} \to \mathbb{R}$ is a Borel function, and, at the same time, as another $h(\hat{C})$ for some $\hat{C} \in \mathcal{V}'_{sa}$ and some other Borel function $h$. The point is that whereas $\hat{A}$ commutes with $\hat{B}$ and $\hat{A}$ commutes with $\hat{C}$, the operators $\hat{B}$ and $\hat{C}$ do not necessarily commute. In that way, the context category $\mathcal{V}(\mathcal{N})$ encodes a lot of information about

---

7 This follows from the fact that each abelian von Neumann algebra $\mathcal{V}$ is generated by a single self-adjoint operator; see, for example, Prop. 1.21 in [29]. A Borel function $g : \mathbb{R} \to \mathbb{C}$ takes a self-adjoint operator $\hat{A}$ in a von Neumann algebra to another operator $g(\hat{A})$ in the same algebra. If $g$ is real-valued, then $g(\hat{A})$ is self-adjoint. For details, see [25, 29].
the algebraic structure of \( \mathcal{N} \), not just between commuting operators, and about the relations between contexts.

If \( V' \subset V \), then the context \( V' \) contains fewer self-adjoint operators and fewer projections than the context \( V \), so one can describe less physics from the perspective of \( V' \) than from the perspective of \( V \). The step from \( V \) to \( V' \) hence involves a suitable kind of coarse-graining. We see later how daseinisation of projections (resp. self-adjoint operators) implements this informal idea of coarse-graining.

**Example 1:** Let \( \mathcal{H} = \mathbb{C}^3 \), and let \( \mathcal{N} = B(\mathbb{C}^3) \), the algebra of all bounded linear operators on \( \mathbb{C}^3 \). \( B(\mathbb{C}^3) \) is the algebra \( M_3(\mathbb{C}) \) of \( 3 \times 3 \) matrices with complex entries, acting as linear transformations on \( \mathbb{C}^3 \). Let \( (\psi_1, \psi_2, \psi_3) \) be an orthonormal basis of \( \mathbb{C}^3 \), and let \((\hat{P}_1, \hat{P}_2, \hat{P}_3)\) be the three projections onto the one-dimensional subspaces \( \mathbb{C}\psi_1, \mathbb{C}\psi_2, \) and \( \mathbb{C}\psi_3 \), respectively. Clearly, the projections \( \hat{P}_1, \hat{P}_2, \hat{P}_3 \) are pairwise orthogonal—that is, \( \hat{P}_i \hat{P}_j = \delta_{ij} \hat{P}_i \).

There is an abelian subalgebra \( V \) of \( B(\mathbb{C}^3) \) generated by the three projections. One can use von Neumann’s double commutant construction and define \( V = \{\hat{P}_1, \hat{P}_2, \hat{P}_3\}''' \) (see [25]). More concretely, \( V = \text{lin}_\mathbb{C}(\hat{P}_1, \hat{P}_2, \hat{P}_3) \). Even more explicitly, one can pick the matrix representation of the projections \( \hat{P}_i \) such that

\[
\hat{P}_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \hat{P}_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \hat{P}_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \tag{4.4}
\]

The abelian algebra \( V \) generated by these projections then consists of all diagonal \( 3 \times 3 \) matrices (with complex entries on the diagonal). Clearly, there is no larger abelian subalgebra of \( B(\mathbb{C}^3) \) that contains \( V \), so \( V \) is maximal abelian.

Every orthonormal basis \( (\tilde{\psi}_1, \tilde{\psi}_2, \tilde{\psi}_3) \) determines a maximal abelian subalgebra \( \tilde{V} \) of \( B(\mathbb{C}^3) \). There is some redundancy, though: if two bases differ only by a permutation or phase factors of the basis vectors, then they generate the same maximal abelian subalgebra. Evidently, there are uncountably many maximal abelian subalgebras of \( B(\mathbb{C}^3) \).

There also are nonmaximal abelian subalgebras. Consider, for example, the algebra generated by \( \hat{P}_1 \) and \( \hat{P}_2 + \hat{P}_3 \). This algebra is denoted as \( V_{\hat{P}_1} \) and is given as \( V_{\hat{P}_1} = \text{lin}_\mathbb{C}(\hat{P}_1, \hat{P}_2 + \hat{P}_3) = \mathbb{C}\hat{P}_1 + \mathbb{C}(\hat{1} - \hat{P}_1) \). Here, we use that \( \hat{P}_2 + \hat{P}_3 = \hat{1} - \hat{P}_1 \). There are uncountably many nonmaximal subalgebras of \( B(\mathbb{C}^3) \).

The trivial projections \( \hat{0} \) and \( \hat{1} \) are contained in every abelian subalgebra. An algebra of the form \( V_{\hat{P}_1} \) contains two nontrivial projections: \( \hat{P}_1 \) and \( \hat{1} - \hat{P}_1 \). There is the trivial abelian subalgebra \( V_0 = \mathbb{C}\hat{1} \) consisting of multiples of the identity operator only. By convention, we will not consider the trivial algebra (it is not included in the partially ordered set \( \mathcal{V}(\mathcal{N}) \)).

The set \( \mathcal{V}(\mathcal{N}) = \mathcal{V}(B(\mathbb{C}^3)) =: \mathcal{V}(\mathbb{C}^3) \) of abelian subalgebras of \( B(\mathbb{C}^3) \) hence can be divided into two subsets: the maximal abelian subalgebras, corresponding to orthonormal bases as described, and the ones of the form \( V_{\hat{P}_1} \) that are generated by a single projection.\(^8\) Clearly, given two different maximal abelian subalgebras \( V \) and \( \tilde{V} \), neither contains the other. Similarly, if we have two nonmaximal

\(^8\) In other (larger) algebras than \( B(\mathbb{C}^3) \), the situation is more complicated, of course.
algebras $V_{P_1}$ and $V_{P_2}$, neither will contain the other, with one exception: if $\hat{P}_2 = \hat{1} - \hat{P}_1$, then $V_{P_1} = V_{P_2}$. This comes from the more general fact that if a unital operator algebra contains an operator $\hat{A}$, then it also contains the operator $\hat{1} - \hat{A}$.

Of course, nonmaximal subalgebras can be contained in maximal ones. Let $V$ be the maximal abelian subalgebra generated by three pairwise orthogonal projections $\hat{P}_1, \hat{P}_2, \hat{P}_3$. Then, $V$ contains three nonmaximal abelian subalgebras—namely, $V_{P_1}, V_{P_2}$, and $V_{P_3}$. Importantly, each nonmaximal abelian subalgebra is contained in many different maximal ones: consider two projections $\hat{Q}_2, \hat{Q}_3$ onto one-dimensional subspaces in $\mathbb{C}^3$ such that $\hat{P}_1, \hat{Q}_2, \hat{Q}_3$ are pairwise orthogonal. We assume that $\hat{Q}_2, \hat{Q}_3$ are such that the maximal abelian subalgebra $\hat{V}$ generated by $\hat{P}_1, \hat{Q}_2, \hat{Q}_3$ is different from the algebra $\hat{V}$ generated by the three pairwise orthogonal projections $\hat{P}_1, \hat{P}_2, \hat{P}_3$. Then, both $V$ and $\hat{V}$ contain $V_{P_1}$ as a subalgebra. This argument makes clear that $V_{P_1}$ is contained in every maximal abelian subalgebra that contains the projection $\hat{P}_1$.

We take inclusion of smaller into larger abelian subalgebras (here of nonmaximal into maximal ones) as a partial order on the set $\mathcal{V}(\mathbb{C}^3)$.

Because $\mathbb{C}^3$ is finite-dimensional, the algebra $\mathcal{B}(\mathbb{C}^3)$ is both a von Neumann and a $C^*$-algebra. The same holds for the abelian subalgebras. We do not have to worry about weak closedness. On infinite-dimensional Hilbert spaces, these questions become important. In general, an abelian von Neumann subalgebra $V$ is generated by the collection $\mathcal{P}(V)$ of its projections (which all commute with each other, of course) via the double commutant construction.

### 4.3.2 Gelfand Spectra and the Spectral Presheaf

#### 4.3.2.1 Introduction

We now make use of the fact that each abelian ($C^*$-) algebra $V$ of operators can be seen as an algebra of continuous functions on a suitable topological space, the Gelfand spectrum of $V$. At least locally, for each context, we thus obtain a mathematical formulation of quantum theory that is similar to classical physics, with a state space and physical quantities as real-valued functions on this space. The “local state spaces” are then combined into one global structure, the spectral presheaf, which serves as a state space analogue for quantum theory.

#### 4.3.2.2 Gelfand Spectra

Let $V \in \mathcal{V}(\mathcal{N})$ be an abelian subalgebra of $\mathcal{N}$, and let $\Sigma_V$ denote its Gelfand spectrum. $\Sigma_V$ consists of the multiplicative states on $V$—that is, the positive linear functionals $\lambda : V \rightarrow \mathbb{C}$ of norm 1 such that

$$\forall \hat{A}, \hat{B} \in V : \lambda(\hat{A}\hat{B}) = \lambda(\hat{A})\lambda(\hat{B}).$$

(4.5)

The elements $\lambda$ of $\Sigma_V$ also are pure states of $V$ and algebra homomorphisms from $V$ to $\mathbb{C}$. (It is useful to have these different aspects in mind.) The set $\Sigma_V$ is a compact Hausdorff space in the weak$^*$ topology [25, 29].
Let $\lambda \in \Sigma_V$ be given. It can be shown that for any self-adjoint operator $\hat{A} \in V_{sa}$, it holds that
\[
\lambda(\hat{A}) \in \text{sp}(\hat{A}),
\]
and every element $s \in \text{sp}(\hat{A})$ is given as $s = \tilde{\lambda}(\hat{A})$ for some $\tilde{\lambda} \in \Sigma_V$. Moreover, if $g : \mathbb{R} \to \mathbb{R}$ is a continuous function, then
\[
\lambda(g(\hat{A})) = g(\lambda(\hat{A})).
\]
This implies that an element $\lambda$ of the Gelfand spectrum $\Sigma_V$ can be seen as a valuation on $V_{sa}$—that is, a function sending each self-adjoint operator in $V$ to some element of its spectrum in such a way that Equation (4.7), the FUNC principle, holds. Within each context $V$, all physical quantities in $V$ (and only those!) can be assigned values at once, and the assignment of values commutes with taking (Borel) functions of the operators. Every element $\lambda$ of the Gelfand spectrum gives a different valuation on $V_{sa}$.

The well-known Gelfand representation theorem shows that the abelian von Neumann algebra $V$ is isometrically $\ast$-isomorphic (i.e., isomorphic as a $C^\ast$-algebra) to the algebra of continuous, complex-valued functions on its Gelfand spectrum $\Sigma_V$. The isomorphism is given by
\[
V \longrightarrow C(\Sigma_V)
\]
\[
\hat{A} \longmapsto \overline{A},
\]
where $\overline{A}(\lambda) := \lambda(\hat{A})$ for all $\lambda \in \Sigma_V$. The function $\overline{A}$ is called the Gelfand transform of the operator $\hat{A}$. If $\hat{A}$ is a self-adjoint operator, then $\overline{A}$ is real valued, and $\overline{A}(\Sigma_V) = \text{sp}(\hat{A})$.

The fact that the self-adjoint operators in an abelian (sub)algebra $V$ can be written as real-valued functions on the compact Hausdorff space $\Sigma_V$ means that the Gelfand spectrum $\Sigma_V$ plays a role exactly like the state space of a classical system. Of course, because $V$ is abelian, not all self-adjoint operators $\hat{A} \in N_{sa}$ representing physical quantities of the quantum system are contained in $V$. We interpret the Gelfand spectrum $\Sigma_V$ as a local state space at $V$. Local here means “at the abelian part $V$ of the global nonabelian algebra $\mathcal{N}$.”

For a projection $\hat{P} \in \mathcal{P}(V)$, we have
\[
\lambda(\hat{P}) = \lambda(\hat{P}^2) = \lambda(\hat{P})\lambda(\hat{P}),
\]
so $\lambda(\hat{P}) \in \{0, 1\}$ for all projections. This implies that the Gelfand transform $\overline{P}$ of $\hat{P}$ is the characteristic function of some subset of $\Sigma_V$.\footnote{The Gelfand representation theorem holds for abelian $C^\ast$-algebras. Because every von Neumann algebra is a $C^\ast$-algebra, the theorem applies to our situation.} Let $A$ be a physical quantity that is represented by some self-adjoint operator in $V$, and let $\{A \in \Delta\}$ be a proposition about the value of $A$. Then, we know from the spectral theorem that there is a projection $\hat{E}[A \in \Delta]$ in $V$ that represents the proposition. We saw that $\lambda(\hat{E}[A \in \Delta]) \in \{0, 1\}$, and by interpreting 1 as “true” and 0 as “false,” we see that a valuation $\lambda \in \Sigma_V$ assigns a Boolean truth-value to each proposition “$A \in \Delta$.”

\footnote{The fact that a characteristic function can be continuous shows that the Gelfand topology on $\Sigma_V$ is pretty wild: the Gelfand spectrum of an abelian von Neumann algebra is extremely disconnected—that is, the closure of each open set is open.}
The precise relation between projections in $V$ and subsets of the Gelfand spectrum of $V$ is as follows: let $\hat{P} \in \mathcal{P}(V)$, and define
\[
S_{\hat{P}} := \{ \lambda \in \Sigma_V \mid \lambda(\hat{P}) = 1 \}.
\] (4.11)
One can show that $S_{\hat{P}} \subseteq \Sigma_V$ is clopen—that is, closed and open in $\Sigma_V$. Conversely, every clopen subset $S$ of $\Sigma_V$ determines a unique projection $\hat{P}_S \in \mathcal{P}(V)$, given as the inverse Gelfand transform of the characteristic function of $S$. There is a lattice isomorphism
\[
\alpha : \mathcal{P}(V) \longrightarrow \text{Cl}(\Sigma_V)
\] (4.12)
\[\hat{P} \longmapsto S_{\hat{P}}\]
between the lattice of projections in $V$ and the lattice of clopen subsets of $\Sigma_V$. Thus, starting from a proposition “$A \varepsilon \Delta$,” we obtain a clopen subset $S_{\hat{P}[A \varepsilon \Delta]}$ of $\Sigma_V$. This subset consists of all valuations—that is, pure states $\lambda$ of $V$ such that $\lambda(\hat{E}[A \varepsilon \Delta]) = 1$—which means that the proposition “$A \varepsilon \Delta$” is true in the state/under the valuation $\lambda$. This strengthens the interpretation of $\Sigma_V$ as a local state space.

We saw that each context $V$ provides us with a local state space, and one of the main ideas in the work by Isham and Butterfield [19, 22–24] was to form a single global object from all of these local state spaces.

To keep track of the inclusion relations between the abelian subalgebras, we must relate the Gelfand spectra of larger and smaller subalgebras in a natural way. Let $V, V' \in \mathcal{V}(\mathcal{N})$ such that $V' \subseteq V$. Then, there is a mapping
\[
r : \Sigma_V \longrightarrow \Sigma_{V'}
\] (4.13)
\[\lambda \longmapsto \lambda|_{V'},\]
sending each element $\lambda$ of the Gelfand spectrum of the larger algebra $V$ to its restriction $\lambda|_{V'}$ to the smaller algebra $V'$. It is well known that the mapping $r : \Sigma_V \rightarrow \Sigma_{V'}$ is continuous with respect to the Gelfand topologies and surjective. Physically, this means that every valuation $\lambda'$ on the smaller algebra is given as the restriction of a valuation on the larger algebra.

**4.3.2.3 The Spectral Presheaf**

We can now define the central object in the topos approach to quantum theory: the spectral presheaf $\Sigma$. A presheaf is a contravariant, Sets-valued functor; see, for example, [27].

Our base category, the domain of this functor, is the context category $\mathcal{V}(\mathcal{N})$. To each object in $\mathcal{V}(\mathcal{N})$—that is, to each context $V$—we assign its Gelfand spectrum $\Sigma_V := \Sigma_V$; and to each arrow in $\mathcal{V}(\mathcal{N})$—that is, each inclusion $i_{V'V}$—we assign a function from the set $\Sigma_V$ to the set $\Sigma_{V'}$. This function is $\Sigma(i_{V'V}) := r$ (see Equation 4.13). It implements the concept of coarse-graining on the level of the local state spaces (Gelfand spectra).

---

11 I make only minimal use of category theory in this chapter. In particular, the following definition should be understandable in itself, without further knowledge of functors, and so forth.
The spectral presheaf $\Sigma$ associated with the von Neumann algebra $\mathcal{N}$ of a quantum system is the analogue of the state space of a classical system. The spectral presheaf is not a set and, hence, not a space in the usual sense. It rather is a particular, Sets-valued functor, built from the Gelfand spectra of the abelian subalgebras of $\mathcal{N}$ and the canonical restriction functions between them.

We come back to our example, $\mathcal{N} = B(\mathbb{C}^3)$, and describe its spectral presheaf.

**Example 2:** Let $\mathcal{N} = B(\mathbb{C}^3)$ as in Example 1, and let $V \in \mathcal{V}(\mathbb{C}^3)$ be a maximal abelian subalgebra. As discussed, $V$ is of the form $V = \{\hat{P}_1, \hat{P}_2, \hat{P}_3\}$ for three pairwise orthogonal rank-1 projections $\hat{P}_1, \hat{P}_2, \hat{P}_3$. The Gelfand spectrum $\Sigma_V$ of $V$ has three elements (and is equipped with the discrete topology, of course). The spectral elements are given as

$$\lambda_i(\hat{P}_j) = \delta_{ij} \quad (i = 1, 2, 3).$$  \hspace{1cm} (4.14)

Let $\hat{A} \in V$ be an arbitrary operator. Then, $\hat{A} = \sum_{i=1}^{3} a_i \hat{P}_i$ for some (unique) complex coefficients $a_i$. We have $\lambda_i(\hat{A}) = a_i$. If $\hat{A}$ is self-adjoint, then the $a_i$ are real and are the eigenvalues of $\hat{A}$.

The nonmaximal abelian subalgebra $V_{\hat{P}_1}$ has two elements in its Gelfand spectrum. Let us call them $\lambda'_1$ and $\lambda'_2$, where $\lambda'_1(\hat{P}) = 1$ and $\lambda'_1(\hat{1} - \hat{P}) = 0$, while $\lambda'_2(\hat{P}) = 0$ and $\lambda'_2(\hat{1} - \hat{P}) = 1$. The restriction mapping $r : \Sigma_V \to \Sigma_{V'}$ sends $\lambda_1$ to $\lambda'_1$. Both $\lambda_2$ and $\lambda_3$ are mapped to $\lambda'_2$.

Analogous relations hold for the other nonmaximal abelian subalgebras $V_{\hat{P}_2}$ and $V_{\hat{P}_3}$ of $V$. Because the spectral presheaf is given by assigning to each abelian subalgebra its Gelfand spectrum, and to each inclusion the corresponding restriction function between the Gelfand spectra, we have a complete, explicit description of the spectral presheaf $\Sigma$ of the von Neumann algebra $B(\mathbb{C}^3)$.

The generalization to higher dimensions is straightforward. In particular, if $\text{dim}(\mathcal{H}) = n$ and $V$ is a maximal abelian subalgebra of $B(\mathbb{C}^n)$, then Gelfand spectrum consists of $n$ elements. Topologically, the Gelfand spectrum $\Sigma_V$ is a discrete space. (For infinite-dimensional Hilbert spaces, where more complicated von Neumann algebras than $B(\mathbb{C}^n)$ exist, this is not true in general.)

### 4.4 Representation of Propositions in the Topos Approach—Daseinisation of Projections

We now consider the representation of propositions like "$A \in \Delta$" in our topos scheme. We already saw that the spectral presheaf $\Sigma$ is an analogue of the state space $S$ of a classical system. In analogy to classical physics, where propositions are represented by (Borel) subsets of state space, in the topos approach, propositions will be represented by suitable subobjects of the spectral presheaf.

#### 4.4.1 Coarse-Graining of Propositions

Consider a proposition "$A \in \Delta$," where $A$ is some physical quantity of the quantum system under consideration. We assume that there is a self-adjoint operator $\hat{A}$ in the von
Neumann algebra \( \mathcal{N} \) of the system that represents \( A \). From the spectral theorem, we know that there is a projection operator \( \hat{P} := \hat{E}[A \in \Delta] \) that represents the proposition \( \text{“} A \in \Delta \text{”} \). As is well known, the mapping from propositions to projections is many-to-one. One can form equivalence classes of propositions to obtain a bijection. In a slight abuse of language, we will usually refer to the proposition represented by a projection. Because \( \mathcal{N} \) is a von Neumann algebra, the spectral theorem holds. In particular, for all propositions \( \text{“} A \in \Delta \text{”} \), we have \( \hat{P} = \hat{E}[A \in \Delta] \in \mathcal{P}(\mathcal{N}) \). The projections representing propositions are all contained in the von Neumann algebra. If we had chosen a more general \( C^* \)-algebra instead, this would not have been the case.

We stipulate that in the topos formulation of quantum theory, all classical perspectives/contexts must be taken into account at the same time, so we have to adapt the proposition \( \text{“} A \in \Delta \text{”} \) resp. its representing projection \( \hat{P} \) to all contexts. The idea is very simple: in every context \( V \), we pick the strongest proposition implied by \( \text{“} A \in \Delta \text{”} \) that can be made from the perspective of this context. On the level of projections, this amounts to taking the smallest projection in any context \( V \) that is larger than or equal to \( \hat{P} \).\(^{12}\) We write, for all \( V \in \mathcal{V}(\mathcal{N}) \),

\[
\delta^V(\hat{P}) := \bigwedge\{ \hat{Q} \in \mathcal{P}(V) \mid \hat{Q} \geq \hat{P} \} \tag{4.15}
\]

for this approximation of \( \hat{P} \) to \( V \). If \( \hat{P} \in \mathcal{P}(V) \), then clearly the approximation will give \( \hat{P} \) itself—that is, \( \delta^V(\hat{P}) = \hat{P} \). If \( \hat{P} \notin \mathcal{P}(V) \), then \( \delta^V(\hat{P}) > \hat{P} \). For many contexts \( V \), it holds that \( \delta^V(\hat{P}) = \hat{1} \).

Because the projection \( \delta^V(\hat{P}) \) lies in \( V \), it corresponds to a proposition about some physical quantity described by a self-adjoint operator \( \hat{A} \) in \( V \). If \( \delta^V(\hat{P}) \) happens to be a spectral projection of the operator \( \hat{A} \), then the proposition corresponding to \( \delta^V(\hat{P}) \) is of the form \( \text{“} A \in \Gamma \text{”} \) for some Borel set \( \Gamma \) of real numbers that is larger than the set \( \Delta \) in the original proposition \( \text{“} A \in \Delta \text{”} \).\(^{13}\) The fact that \( \Gamma \supset \Delta \) shows that the mapping

\[
\delta^V : \mathcal{P}(\mathcal{N}) \longrightarrow \mathcal{P}(V) \tag{4.16}
\]

\[
\hat{P} \mapsto \delta^V(\hat{P})
\]

implements the idea of coarse-graining on the level of projections (resp. the corresponding propositions).

If \( \delta^V(\hat{P}) \) is not a spectral projection of \( \hat{A} \), it still holds that it corresponds to a proposition \( \text{“} \hat{B} \in \Gamma \text{”} \) about the value of some physical quantity \( \hat{B} \) represented by a self-adjoint operator \( \hat{B} \) in \( V \) and, because \( \hat{P} < \delta^V(\hat{P}) \), this proposition can still be seen as a coarse-graining of the original proposition \( \text{“} A \in \Delta \text{”} \) corresponding to \( \hat{P} \) (even though \( A \neq B \)).

Every projection is contained in some abelian subalgebra, so there is always some \( V \) such that \( \delta^V(\hat{P}) = \hat{P} \). From the perspective of this context, no coarse-graining takes place.

\(^{12}\) Here, we use the interpretation that \( \hat{P} < \hat{Q} \) for two projections \( \hat{P}, \hat{Q} \in \mathcal{P}(\mathcal{N}) \) means that the proposition represented by \( \hat{P} \) implies the proposition represented by \( \hat{Q} \). This is customary in quantum logic, and we use it to motivate our construction, although the partial order on projections will not be the implication relation for the form of quantum logic resulting from our scheme.

\(^{13}\) We remark that in order to have \( \delta^V(\hat{P}) \in \mathcal{P}(V) \), it is sufficient, but not necessary, that \( \hat{A} \in \mathcal{V}_{\text{sa}} \).
We call the original proposition “$A \in \Delta$” that we want to represent the global proposition, and a proposition “$B \in \Gamma$” corresponding to the projection $\delta^o(\hat{P})_V$ is called a local proposition. Local here again means “at the abelian part $V$” and has no spatiotemporal connotation.

We can collect all the local approximations into a mapping $\hat{P} \mapsto (\delta^o(\hat{P})_V)_{V \in \mathcal{V}(\mathcal{N})}$ whose component at $V$ is given by Equation (4.15). From every global proposition, we thus obtain one coarse-grained local proposition for each context $V$. In the next step, we consider the whole collection of coarse-grained local propositions, relate it to a suitable subobject of the spectral presheaf, and regard this object as the representative of the global proposition.

### 4.4.2 Daseinisation of Projections

Let $V$ be a context. Because $V$ is an abelian von Neumann algebra, the lattice $\mathcal{P}(V)$ of projections in $V$ is a distributive lattice. Moreover, $\mathcal{P}(V)$ is complete and orthocomplemented. We saw in Equation (4.12) that there is a lattice isomorphism between $\mathcal{P}(V)$ and $\mathcal{C}(\Sigma_V)$, the lattice of clopen subsets of $\Sigma_V$.

We already have constructed a family $(\delta^o(\hat{P})_V)_{V \in \mathcal{V}(\mathcal{N})}$ of projections from a single projection $\hat{P} \in \mathcal{P}(\mathcal{N})$ representing a global proposition. For each context $V$, we now consider the clopen subset $\alpha(\delta^o(\hat{P})_V) = S_{\delta^o(\hat{P})_V} \subseteq \Sigma_V$. We thus obtain a family $(S_{\delta^o(\hat{P})_V})_{V \in \mathcal{V}(\mathcal{N})}$ of clopen subsets, one for each context. One can show that whenever $V' \subseteq V$, then

$$S_{\delta^o(\hat{P})_V}' | V = \{ \lambda | V : \lambda \in S_{\delta^o(\hat{P})_V} \} = S_{\delta^o(\hat{P})_{V'}},$$

that is, the clopen subsets in the family $(S_{\delta^o(\hat{P})_V})_{V \in \mathcal{V}(\mathcal{N})}$ “fit together” under the restriction mappings of the spectral presheaf $\Sigma$ (see Thm. 3.1 in [13]). This means that the family $(S_{\delta^o(\hat{P})_V})_{V \in \mathcal{V}(\mathcal{N})}$ of clopen subsets, together with the restriction mappings between them, forms a subobject of the spectral presheaf. This particular subobject will be denoted as $\delta(\hat{P})$ and is called the daseinisation of $\hat{P}$.

A subobject of the spectral presheaf (or any other presheaf) is the analogue of a subset of a space. Concretely, for each $V \in \mathcal{V}(\mathcal{N})$, the set $S_{\delta^o(\hat{P})_V}$ is a subset of the Gelfand spectrum of $V$. Moreover, the subsets for different $V$ are not arbitrary but rather fit together under the restriction mappings of the spectral presheaf.

The collection of all subobjects of the spectral presheaf is a complete Heyting algebra and is denoted as $\text{Sub}(\Sigma)$. It is the analogue of the power set of the state space of a classical system.

Let $\mathcal{S}$ be a subobject of the spectral presheaf $\Sigma$ such that the component $S_V \subseteq \Sigma_V$ is a clopen subset for all $V \in \mathcal{V}(\mathcal{N})$. We call such a subobject a clopen subobject. All subobjects obtained from daseinisation of projections are clopen. One can show that the clopen subobjects form a complete Heyting algebra $\text{Sub}_{cl}(\Sigma)$ (see Thm. 2.5 in [13]). This complete Heyting algebra can be seen as the analogue of the $\sigma$-complete Boolean algebra of Borel subsets of the state space of a classical system. In our constructions, the Heyting algebra $\text{Sub}_{cl}(\Sigma)$ will be more important than the bigger Heyting algebra $\text{Sub}(\Sigma)$, just as in classical physics, where the Boolean algebra of measurable subsets of state space is technically more important than the algebra of all subsets.
Starting from a global proposition "A ε Δ" with corresponding projection $\hat{P}$, we have constructed the clopen subobject $\delta(\hat{P})$ of the spectral presheaf. This subobject, the analogue of the measurable subset $f_A^{-1}(\Delta)$ of the state space of a classical system, is the representative of the global proposition "A ε Δ." The following mapping is called daseinisation of projections:

$$\delta : \mathcal{P}(\mathcal{N}) \rightarrow \text{Subcl}(\Sigma)$$

$\hat{P} \mapsto \delta(\hat{P}).$

It has the following properties:

1. If $\hat{P} < \hat{Q}$, then $\delta(\hat{P}) < \delta(\hat{Q})$—that is, daseinisation is order preserving.
2. The mapping $\delta : \mathcal{P}(\mathcal{N}) \rightarrow \text{Subcl}(\Sigma)$ is injective—that is, two (inequivalent) propositions correspond to two different subobjects.
3. $\delta(\hat{0}) = 0$, the empty subobject, and $\delta(\hat{1}) = \Sigma$. The trivially false proposition is represented by the empty subobject, and the trivially true proposition is represented by the whole of $\Sigma$.
4. For all $\hat{P}, \hat{Q} \in \mathcal{P}(\mathcal{N})$, it holds that $\delta(\hat{P} \lor \hat{Q}) = \delta(\hat{P}) \lor \delta(\hat{Q})$—that is, daseinisation preserves the disjunction (Or) of propositions.
5. For all $\hat{P}, \hat{Q} \in \mathcal{P}(\mathcal{N})$, it holds that $\delta(\hat{P} \land \hat{Q}) \leq \delta(\hat{P}) \land \delta(\hat{Q})$—that is, daseinisation does not preserve the conjunction (And) of propositions.
6. In general, $\delta(\hat{P}) \land \delta(\hat{Q})$ is not of the form $\delta(\hat{R})$ for a projection $\hat{R} \in \mathcal{P}(\mathcal{N})$, and daseinisation is not surjective.

The domain of the mapping $\delta$, the lattice $\mathcal{P}(\mathcal{N})$ of projections in the von Neumann algebra $\mathcal{N}$ of physical quantities, is the lattice that Birkhoff and von Neumann suggested as the algebraic representative of propositional quantum logic [1] (in fact, they considered the case $\mathcal{N} = B(\mathcal{H})$). Thus, daseinisation of projections can be seen as a “translation” mapping between ordinary, Birkhoff–von Neumann quantum logic, which is based on the nondistributive lattice of projections $\mathcal{P}(\mathcal{N})$, and the topos form of propositional quantum logic, which is based on the distributive lattice $\text{Subcl}(\Sigma)$. The latter more precisely is a Heyting algebra.

The quantum logic aspects of the topos formalism and the physical and conceptual interpretation of these relations are discussed in some detail in [10], building on [13,16,22]. The resulting new form of quantum logic has many attractive features and avoids a number of the well-known conceptual problems of standard quantum logic [2].

**Example 3:** Let $\mathcal{H} = \mathbb{C}^3$, and let $S_z$ be the physical quantity “spin in z-direction.” We consider the proposition "$S_z \in (-0.1, 0.1)$"—that is, “the spin in z-direction has a value between −0.1 and 0.1.” (Because the eigenvalues are $-\frac{1}{\sqrt{2}}$, 0, and $\frac{1}{\sqrt{2}}$, this amounts to saying that the spin in z-direction is 0.) The self-adjoint operator representing $S_z$ is

$$\hat{S}_z = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix},$$

(4.19)
and the eigenvector corresponding to the eigenvalue 0 is $|\psi\rangle = (0, 1, 0)$. The projection $\hat{P} := \hat{E}[S_\epsilon e (-0.1, 0.1)] = |\psi\rangle\langle\psi|$ onto this eigenvector hence is

$$
\hat{P} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}.
$$

There is exactly one context $V \in \mathcal{V}(\mathbb{C}^3)$ that contains the operator $\hat{S}_\epsilon$—namely, the (maximal) context $V_{\hat{S}_\epsilon} = \{\hat{P}_1, \hat{P}_2, \hat{P}_3\}''$ generated by the projections

$$
\hat{P}_1 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \hat{P}_2 = \hat{P} = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \hat{P}_3 = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
$$

In the following, we consider different kinds of contexts $V$ and the approximations $\delta^o(\hat{P})_V$ of $\hat{P} = \hat{P}_2$ to these contexts.

1. **$V_{\hat{S}_\epsilon}$ and its subcontexts:** Of course, $\delta^o(\hat{P})_{V_{\hat{S}_\epsilon}} = \hat{P}$. Let $V_{\hat{P}_1} = \{\hat{P}_1, \hat{P} + \hat{P}_3\}''$, then $\delta^o(\hat{P})_{V_{\hat{P}_1}} = \hat{P} + \hat{P}_3$. Analogously, $\delta^o(\hat{P})_{V_{\hat{P}_3}} = \hat{P} + \hat{P}_1$, but $\delta^o(\hat{P})_{V_{\hat{P}_p}} = \hat{P}$, because $V_{\hat{P}}$ contains the projection $\hat{P}$.

2. **Maximal contexts that share the projection $\hat{P}$ with $V_{\hat{S}_\epsilon}$ and their subcontexts:**

Let $\hat{Q}_1, \hat{Q}_3$ be two orthogonal rank-1 projections that are both orthogonal to $\hat{P}$ (e.g., projections obtained from $\hat{P}_1, \hat{P}_3$ by a rotation about the axis determined by $\hat{P}$). Then, $V = \{\hat{Q}_1, \hat{P}, \hat{Q}_3\}''$ is a maximal algebra that contains $\hat{P}$, so $\delta^o(\hat{P})_V = \hat{P}$. Clearly, there are uncountably many contexts $V$ of this form.

For projections $\hat{Q}_1, \hat{P}, \hat{Q}_3$ as described previously, we have $\delta^o(\hat{P})_{V_{\hat{Q}_1}} = \hat{P} + \hat{Q}_3$, $\delta^o(\hat{P})_{V_{\hat{Q}_3}} = \hat{Q}_1 + \hat{P}$ (and $\delta^o(\hat{P})_{V_{\hat{P}_p}} = \hat{P}$, as mentioned before).

3. **Contexts that contain a rank-2 projection $\hat{Q}$ such that $\hat{Q} > \hat{P}$:** We first note that there are uncountably many projections $\hat{Q}$ of this form.

a. The trivial cases of contexts containing $\hat{Q} > \hat{P}$ are (1) maximal contexts containing $\hat{P}$, and (2) the context $V_{\hat{Q}} = V_{1-\hat{Q}}$.

b. There are also maximal contexts that do not contain $\hat{P}$ but do contain $\hat{Q}$: let $\hat{Q}_1, \hat{Q}_2$ be two orthogonal rank-1 projections such that $\hat{Q}_1 + \hat{Q}_2 = \hat{Q}$, where $\hat{Q}_1, \hat{Q}_2 \neq \hat{P}$. Let $\hat{Q}_3 := \hat{I} - (\hat{Q}_1 + \hat{Q}_2)$. For any given $\hat{Q}$, there are uncountably many contexts of the form $V = \{\hat{Q}_1, \hat{Q}_2, \hat{Q}_3\}$ (because one can rotate around the axis determined by $\hat{Q}_3$).

For all of these contexts, $\delta^o(\hat{P})_V = \hat{Q}$, of course.

4. **Other contexts:** All other contexts contain neither $\hat{P}$ nor a projection $\hat{Q} > \hat{P}$ that is not the identity $\hat{I}$. This means that the smallest projection larger than $\hat{P}$ contained in such a context is the identity, so $\delta^o(\hat{P})_V = 1$.

We have constructed $\delta^o(\hat{P})_V$ for all contexts. Recalling that for each context $V$ there is a lattice isomorphism $\alpha$ from the projections to the clopen subsets of the Gelfand spectrum $\Sigma_V$ (see Equation 4.12), we can easily write down the clopen subsets $S_{\delta^o(\hat{P})_V}(V \in \mathcal{V}(\mathbb{C}^3))$ corresponding to the projections $\delta^o(\hat{P})_V(V \in \mathcal{V}(\mathbb{C}^3))$. The daseinisation $\delta(\hat{P})$ of the projection $\hat{P}$ is nothing but the collection $(S_{\delta^o(\hat{P})_V})_{V \in \mathcal{V}(\mathbb{C}^3)}$ (together with the canonical restriction mappings described in Equation [4.13] and Example 2).
4.5 Representation of Physical Quantities—Daseinisation of Self-Adjoint Operators

4.5.1 Physical Quantities as Arrows

In classical physics, a physical quantity \( A \) is represented by a function \( f_A \) from the state space \( S \) of the system to the real numbers. Both the state space and the real numbers are sets (with extra structure), so they are objects in the topos \( \text{Sets} \) of sets and functions. The function \( f_A \) representing a physical quantity is an arrow in the topos \( \text{Sets} \).

The topos reformulation of quantum physics uses structures in the topos \( \text{Sets}^{\mathcal{V}(\mathcal{N})^{\text{op}}} \), the topos of presheaves over the category \( \mathcal{V}(\mathcal{N}) \). The objects in the topos, called presheaves, are the analogues of sets, and the arrows between them, called natural transformations, are the analogues of functions. We now represent a physical quantity \( A \) by a suitable arrow, denoted \( \hat{\delta}(\hat{A}) \), from the spectral presheaf \( \Sigma_1 \) to some other presheaf related to the real numbers. Indeed, there is a real-number object \( R \) in \( \text{Sets}^{\mathcal{V}(\mathcal{N})^{\text{op}}} \) that is very much like the familiar real numbers: for every \( V \), the component \( R_V \) simply is the ordinary real numbers, and all restriction functions are just the identity. But the Kochen–Specker theorem \([7, 26]\) tells us that it is impossible to assign (sharp) real values to all physical quantities, which suggests that the presheaf \( R \) is not the right codomain for our arrows \( \hat{\delta}(\hat{A}) \) representing physical quantities.

Instead, we will be using a presheaf, denoted as \( R^{**} \), that takes into account that (1) one cannot assign sharp values to all physical quantities in any given state in quantum theory, and (2) we have coarse-graining. We first explain how coarse-graining will show up: if we want to assign a “value” to a physical quantity \( A \), then we again have to find some global expression involving all contexts \( V \in \mathcal{V}(\mathcal{N}) \). Let \( \hat{A} \in \mathcal{N}_{\text{sa}} \) be the self-adjoint operator representing \( A \). For those contexts \( V \) that contain \( \hat{A} \), there is no problem, but if \( \hat{A} \notin V \), we will have to approximate \( \hat{A} \) by a self-adjoint operator in \( V \). Actually, we will use two approximations: one self-adjoint operator in \( V \) approximating \( \hat{A} \) from below (in a suitable order, specified herein), and one operator approximating \( \hat{A} \) from above. Daseinisation of self-adjoint operators is nothing but the technical device achieving this approximation.

We will show that the presheaf \( R^{**} \) basically consists of real intervals, to be interpreted as “unsharp values.” Upon coarse-graining, the intervals can only get bigger. Assume we have a given physical quantity \( A \), some state of the system, and two contexts \( V, V' \) such that \( V' \subset V \). We use the state to assign some interval \([a, b]\) as an “unsharp value” to \( A \) at \( V \). Then, at \( V' \), we will have a bigger interval \([c, d]\) \(\supseteq [a, b]\), being an even more unsharp value of \( A \). It is important to note, though, that every self-adjoint operator is contained in some context \( V \). If the state is an eigenstate of \( \hat{A} \) with eigenvalue \( a \), then at \( V \), we will assign the “interval” \([a, a]\) to \( A \). In this sense, the eigenvector-eigenvalue link is preserved, regardless of the unsharpness in values introduced by coarse-graining. As always in the topos scheme, it is of central importance that the interpretationally relevant structures—here, the “values” of physical

---

14 We do not give the technical definition of a topos here. The idea is that a topos is a category that is structurally similar to \( \text{Sets} \), the category of small sets and functions. Of course, \( \text{Sets} \) itself is a topos.
quantities—are global in nature. One has to consider all contexts at once and not just argue locally at some context $V$, which will necessarily only give partial information.

### 4.5.1.1 Approximation in the Spectral Order

Let $\hat{A}, \hat{B} \in \mathcal{N}_{sa}$ be a self-adjoint operator, and let $V \in \mathcal{V}(\mathcal{N})$ be a context. We assume that $\hat{A} \notin V_{sa}$, so we have to approximate $\hat{A}$ in $V$. The idea is very simple: we take a pair of self-adjoint operators, consisting of the largest operator in $V_{sa}$ smaller than $\hat{A}$ and the smallest operator in $V_{sa}$ larger than $\hat{A}$. The only nontrivial point is the question of which order on self-adjoint operators to use.

The most commonly used order is the linear order: $\hat{A} \leq \hat{B}$ if and only if $\langle \psi | \hat{A} | \psi \rangle \leq \langle \psi | \hat{B} | \psi \rangle$ for all vector states $\langle \psi | \psi \rangle : \mathcal{N} \to \mathbb{C}$. Yet we will approximate in another order on the self-adjoint operators the so-called spectral order $[3, 28]$. This has the advantage that the spectra of the approximated operators are subsets of the spectrum of the original operator, which is not the case for the linear order in general.

The spectral order is defined in the following way: let $\hat{A}, \hat{B} \in \mathcal{N}_{sa}$ be two self-adjoint operators in a von Neumann algebra $\mathcal{N}$, and let $(\hat{E}_{\hat{A}} r)_{r \in \mathbb{R}}, (\hat{E}_{\hat{B}} r)_{r \in \mathbb{R}}$ be their spectral families (see, for example, [25]). Then,

$$\hat{A} \leq_s \hat{B} \text{ if and only if } \forall r \in \mathbb{R} : \hat{E}_{\hat{A}} r \geq \hat{E}_{\hat{B}} r.$$  

Equipped with the spectral order, $\mathcal{N}_{sa}$ becomes a boundedly complete lattice. The spectral order is coarser than the linear order—that is, $\hat{A} \leq_s \hat{B}$ implies $\hat{A} \leq \hat{B}$. The two orders coincide on projections and for commuting operators.

Consider the set $\{\hat{B} \in V_{sa} | \hat{B} \leq_s \hat{A}\}$—that is, those self-adjoint operators in $V$ that are spectrally smaller than $\hat{A}$. Because $V$ is a von Neumann algebra, its self-adjoint operators form a boundedly complete lattice under the spectral order, so the previous set has a well-defined maximum with respect to the spectral order. It is denoted as

$$\delta^i(\hat{A})_V := \bigvee \{\hat{B} \in V_{sa} | \hat{B} \leq_s \hat{A}\}.$$  

Similarly, we define

$$\delta^o(\hat{A})_V := \bigwedge \{\hat{B} \in V_{sa} | \hat{B} \geq_s \hat{A}\},$$

which is the smallest self-adjoint operator in $V$ that is spectrally larger than $\hat{A}$.

Using the definition in Equation (4.22) of the spectral order, it is easy to describe the spectral families of the operators $\delta^i(\hat{A})_V$ and $\delta^o(\hat{A})_V$:

$$\forall r \in \mathbb{R} : \hat{E}_{\delta^i(\hat{A})_V} r = \delta^i(\hat{E}_{\hat{A}}) \hat{A}_V$$

and

$$\forall r \in \mathbb{R} : \hat{E}_{\delta^o(\hat{A})_V} r = \delta^o(\hat{E}_{\hat{A}}) \hat{A}_V.$$  

It turns out (see [6, 13]) that the spectral family defined by the former definition is right continuous. The latter expression must be amended slightly if we want a right-continuous spectral family: we simply enforce right continuity by setting

$$\forall r \in \mathbb{R} : \hat{E}_{\delta^o(\hat{A})_V} r = \bigwedge_{s > r} \delta^o(\hat{E}_{\hat{A}}) \hat{A}_V.$$
These equations show the close mathematical link between the approximations in the spectral order of projections and self-adjoint operators.

The self-adjoint operators $\delta^i(\hat{A})_V, \delta^o(\hat{A})_V$ are the best approximations to $\hat{A}$ in $V_{sa}$ with respect to the spectral order. $\delta^i(\hat{A})_V$ approximates $\hat{A}$ from below, $\delta^o(\hat{A})_V$ from above. Because $V$ is an abelian $C^*$-algebra, we can consider the Gelfand transforms of these operators to obtain a pair

$$ (\delta^i(\hat{A})_V, \delta^o(\hat{A})_V) $$ (4.28)

of continuous functions from the Gelfand spectrum $\Sigma_V$ of $V$ to the real numbers. One can show that \[5, 14\]

$$ \text{sp}(\delta^i(\hat{A})_V) \subseteq \text{sp}(\hat{A}), \quad \text{sp}(\delta^o(\hat{A})_V) \subseteq \text{sp}(\hat{A}), $$ (4.29)

so the Gelfand transforms actually map into the spectrum $\text{sp}(\hat{A})$ of the original operator $\hat{A}$. Let $\lambda \in \Sigma_V$ be a pure state of the algebra $V$.\[15\] Then, we can evaluate $(\delta^i(\hat{A})_V(\lambda), \delta^o(\hat{A})_V(\lambda))$ to obtain a pair of real numbers in the spectrum of $\hat{A}$. The first number is smaller than the second because the first operator $\delta^i(\hat{A})_V$ approximates $\hat{A}$ from below in the spectral order (and $\delta^i(\hat{A})_V \leq \hat{A}$ implies $\delta^i(\hat{A})_V \leq \hat{A}$), while the second operator $\delta^o(\hat{A})_V$ approximates $\hat{A}$ from above. The pair $(\delta^i(\hat{A})_V(\lambda), \delta^o(\hat{A})_V(\lambda))$ of real numbers is identified with the interval $[\delta^i(\hat{A})_V(\lambda), \delta^o(\hat{A})_V(\lambda)]$ and interpreted as the component at $V$ of the unsharp value of $\hat{A}$ in the (local) state $\lambda$.

### 4.5.1.2 The Presheaf of “Values”

We now see the way in which intervals show up as “values.” If we want to define a presheaf encoding this, we encounter a certain difficulty. It is no problem to assign to each context $V$ the collection $\mathbb{I}\mathbb{R}_V$ of real intervals, but if $V' \subset V$, then we need a restriction mapping from $\mathbb{I}\mathbb{R}_V$ to $\mathbb{I}\mathbb{R}_{V'}$. Both sets are the same, so the naive guess is to take an interval in $\mathbb{I}\mathbb{R}_V$ and to map it to the same interval in $\mathbb{I}\mathbb{R}_{V'}$. But we already know that the “values” of our physical quantities come from approximations of a self-adjoint operator $\hat{A}$ to all the contexts. If $V' \subset V$, then in general we have $\delta^i(\hat{A})_V' <_s \delta^i(\hat{A})_V$, which implies $\delta^i(\hat{A})_V(\lambda|_{V'}) \leq \delta^i(\hat{A})_V(\lambda)$ for $\lambda \in \Sigma_V$. Similarly, $\delta^o(\hat{A})_V(\lambda|_{V'}) \geq \delta^o(\hat{A})_V(\lambda)$, so the intervals that we obtain get bigger when we go from larger contexts to smaller ones as a result of coarse-graining. Our restriction mapping from the intervals at $V$ to the intervals at $V'$ must take this into account.

The intervals at different contexts clearly also depend on the state $\lambda \in \Sigma_V$ that one picks. Moreover, we want a presheaf that is not tied to the operator $\hat{A}$ but can provide “values” for all physical quantities and their corresponding self-adjoint operators.

The idea is to define a presheaf such that at each context $V$ we have all intervals (including those of the form $[a, a]$), plus all possible restrictions to the same or larger intervals at smaller contexts $V' \subset V$. Although this sounds daunting, there is a very simple way to encode this: let $\downarrow V := \{V' \in \mathcal{V}(\mathcal{N}) \mid V' \subset V\}$. This is a

\[15\] We remark that, in general, this cannot be identified with a state of the nonabelian algebra $\mathcal{N}$, so we still have a local argument here.

\[16\] This, of course, is nothing but coarse-graining on the level of self-adjoint operators.
partially ordered set. We now consider a function \( \mu : \downarrow V \to \mathbb{R} \) that preserves the order; that is, \( V' \subset V \) implies \( \mu(V') \leq \mu(V) \). Analogously, let \( v : \downarrow V \to \mathbb{R} \) denote an order-reversing function; that is, \( V' \subset V \) implies \( \nu(V') \geq \nu(V) \). Additionally, we assume that for all \( V' \subset V \), it holds that \( \mu(V') \leq \nu(V') \). The pair \( (\mu, \nu) \) thus gives one interval \( (\mu(V'), \nu(V')) \) for each context \( V' \subset V \), and “going down the line” from \( V \) to smaller subalgebras \( V', V'', \ldots \), these intervals can only get bigger (or stay the same). Of course, each pair \( (\mu, \nu) \) gives a specific sequence of intervals (for each given \( \lambda \)). To have all possible intervals and sequences built from them, we simply consider the collection of all pairs of order-preserving and order-reversing functions.

This is formalized in the following way: let \( \mathbb{R}^{\leftrightarrow} \) be the presheaf given

(a) on objects: for all \( V \in \mathcal{V}(\mathcal{N}) \), let

\[
\mathbb{R}^{\leftrightarrow}_V := \{(\mu, \nu) \mid \mu, \nu : \downarrow V \to \mathbb{R}, \mu \text{ order-preserving, } \nu \text{ order-reversing, } \mu \leq \nu\};
\]

(b) on arrows: for all inclusions \( i_{V'V} : V' \to V \), let

\[
\mathbb{R}^{\leftrightarrow}(i_{V'V}) : \mathbb{R}^{\leftrightarrow}_V \longrightarrow \mathbb{R}^{\leftrightarrow}_{V'}
\]

\[(\mu, \nu) \longmapsto (\mu|_{V'}, \nu|_{V'}).
\]

The presheaf \( \mathbb{R}^{\leftrightarrow} \) is where physical quantities take their “values” in the topos version of quantum theory. It is the analogue of the set of real numbers, where physical quantities in classical physics take their values.

### 4.5.1.3 Daseinisation of a Self-Adjoint Operator

We now start to assemble the approximations to the self-adjoint operator \( \hat{A} \) into an arrow from the spectral presheaf \( \Sigma \) to the presheaf \( \mathbb{R}^{\leftrightarrow} \) of values. Such an arrow is a so-called natural transformation (see, e.g., [27]) because these are the arrows in the topos \( \text{Sets}^{\mathcal{V}(\mathcal{N})^{op}} \). For each context \( V \in \mathcal{V}(\mathcal{N}) \), we define a function, which we will denote as \( \delta(\hat{A})_V \), from the Gelfand spectrum \( \Sigma_V \) of \( V \) to the collection \( \mathbb{R}^{\leftrightarrow}_V \) of pairs of order-preserving and order-reversing functions from \( \downarrow V \) to \( \mathbb{R} \). In a second step, we see that these functions fit together in the appropriate sense to form a natural transformation.

The function \( \delta(\hat{A})_V \) is constructed as follows: let \( \lambda \in \Sigma_V \). In each \( V' \in \downarrow V \), we have one approximation \( \delta^i(\hat{A})_{V'} \) to \( \hat{A} \). If \( V'' \subset V' \), then \( \delta^i(\hat{A})_{V''} \leq \delta^i(\hat{A})_{V'} \), which implies \( \delta^i(\hat{A})_{V''} \leq \delta^i(\hat{A})_{V'} \). One can evaluate \( \lambda \) at \( \delta^i(\hat{A})_{V'} \) for each \( V' \), giving an order-preserving function:

\[
\mu_\lambda : \downarrow V \longrightarrow \mathbb{R}
\]

\[
V' \longmapsto \lambda|_{V'}(\delta^i(\hat{A})_{V'}) = \lambda(\delta^i(\hat{A})_{V'}).
\]

Similarly, using the previous approximations \( \delta^o(\hat{A})_{V'} \) to \( \hat{A} \), we obtain an order-reversing function:

\[
v_\lambda : \downarrow V \longrightarrow \mathbb{R}
\]

\[
V' \longmapsto \lambda|_{V'}(\delta^o(\hat{A})_{V'}) = \lambda(\delta^o(\hat{A})_{V'}).
\]
This allows us to define the desired function:

\[ \tilde{\delta}(\hat{A})_V : \Sigma_V \longrightarrow \mathbb{R}^{\ast}_V \]

\[ \lambda \longmapsto (\mu_\lambda, \nu_\lambda). \quad (4.34) \]

Obviously, we obtain one function \( \tilde{\delta}(\hat{A})_V \) for each context \( V \in \mathcal{V}(\mathcal{N}) \). The condition for these functions to form a natural transformation is the following: whenever \( V' \subset V \), one must have \( \tilde{\delta}(\hat{A})_V(\lambda)_{|_{V'}} = \tilde{\delta}(\hat{A})_{V'}(\lambda)_{|_{V'}} \). In fact, this equality follows trivially from the definition. We thus have arrived at an arrow

\[ \tilde{\delta}(\hat{A}) : \Sigma \longrightarrow \mathbb{R}^{\ast} \]

representing a physical quantity \( A \). The arrow \( \tilde{\delta}(\hat{A}) \) is called the daseinisation of \( \hat{A} \).

This arrow is the analogue of the function \( f_A : S \rightarrow \mathbb{R} \) from the state space to the real numbers representing the physical quantity \( A \) in classical physics.

### 4.5.1.4 Pure States and Assignment of “Values” to Physical Quantities

Up to now, we have always argued with elements \( \lambda \in \Sigma_V \). This is a local argument, and we clearly need a global representation of states. Let \( \psi \) be a unit vector in Hilbert space, identified with the pure state \( \langle \psi | \_ | \psi \rangle : \mathcal{N} \rightarrow \mathbb{C} \) as usual. In the topos approach, such a pure state is represented by the subobject \( \delta(\hat{P}_\psi) \) of the spectral presheaf \( \Sigma \)—that is, the daseinisation of the projection \( \hat{P}_\psi \) onto the line \( \mathbb{C}_\psi \) in Hilbert space. Details can be found in [16].

The subobject \( \underline{\mathfrak{m}}^\psi := \delta(\hat{P}_\psi) \) is called the pseudostate associated to \( \psi \). It is the analogue of a point \( s \in S \) of the state space of a classical system. Importantly, the pseudostate is not a global element of the presheaf \( \Sigma \). Such a global element would be the closest analogue of a point in a set, but as Isham and Butterfield observed [22], the spectral presheaf \( \Sigma \) has no global elements at all—a fact that is equivalent to the Kochen–Specker theorem. Nonetheless, subobjects of \( \Sigma \) of the form \( \underline{\mathfrak{m}}^\psi = \delta(\hat{P}_\psi) \) are minimal subobjects in an appropriate sense and, as such, are as close to points as possible (see [9, 16]).

The “value” of a physical quantity \( A \), represented by an arrow \( \tilde{\delta}(\hat{A}) \), in a state described by \( \underline{\mathfrak{m}}^\psi \) is then

\[ \tilde{\delta}(\hat{A})(\underline{\mathfrak{m}}^\psi). \quad (4.36) \]

This, of course, is the analogue of the expression \( f_A(s) \) in classical physics, where \( f_A \) is the real-valued function on the state space \( S \) of the system representing the physical quantity \( A \), and \( s \in S \) is the state of the system.

The expression \( \tilde{\delta}(\hat{A})(\underline{\mathfrak{m}}^\psi) \) turns out to describe a considerably more complicated object than the classical expression \( f_A(s) \). One can easily show that \( \tilde{\delta}(\hat{A})(\underline{\mathfrak{m}}^\psi) \) is a subobject of the presheaf \( \mathbb{R}^{\ast} \) of “values” (see Section 8.5 in Döring and Isham [16]). Concretely, it is given at each context \( V \in \mathcal{V}(\mathcal{N}) \) by

\[ (\tilde{\delta}(\hat{A})(\underline{\mathfrak{m}}^\psi))_V = \tilde{\delta}(\hat{A})_V(\underline{\mathfrak{m}}^\psi)_V = \{ \tilde{\delta}(\hat{A})_V(\lambda) \mid \lambda \in \underline{\mathfrak{m}}^\psi_V \}. \quad (4.37) \]

As we saw in the preceding, each \( \tilde{\delta}(\hat{A})_V(\lambda) \) is a pair of functions \( (\mu_\lambda, \nu_\lambda) \) from the set \( \downarrow V \) to the reals and, more specifically, to the spectrum \( \text{sp}(\hat{A}) \) of the operator \( \hat{A} \). The function...
\(\mu_\lambda\) is order-preserving, so it takes smaller and smaller values as one goes down from \(V\) to smaller subalgebras \(V', V'', \ldots\), whereas \(v_\lambda\) is order-reversing and takes larger and larger values. Together, they determine one real interval \([\mu_\lambda(V'), v_\lambda(V')]\) for every context \(V' \in \mathcal{V}\). Every \(\lambda \in \mathfrak{w}_\psi\) determines one such sequence of nested intervals. The “value” of the physical quantity \(A\) in the given state is the collection of all of these sequences of nested intervals for all the different contexts \(V \in \mathcal{V}(\mathcal{N})\).

We conjecture that the usual expectation value \(\langle \psi | \hat{A} | \psi \rangle\) of the physical quantity \(A\)—which, of course, is a single real number—can be calculated from the “value” \(\hat{\delta}(\hat{A})(\mathfrak{w}_\psi)\). It is easy to see that each real interval showing up in (the local expressions of) \(\hat{\delta}(\hat{A})(\mathfrak{w}_\psi)\) contains the expectation value \(\langle \psi | \hat{A} | \psi \rangle\).

In Döring [9], it was shown that arbitrary quantum states (not just pure ones) can be represented by probability measures on the spectral presheaf. It was also shown how the expectation values of physical quantities can be calculated using these measures.

Instead of closing this section by showing what the relevant structures look like concretely for our standard example \(\mathcal{N} = \mathcal{B}(\mathbb{C}^3)\), we introduce an efficient way of calculating the approximations \(\hat{\delta}'(\hat{A})_V\) and \(\hat{\delta}''(\hat{A})_V\) first, which works uniformly for all contexts \(V \in \mathcal{V}(\mathcal{N})\). This will simplify the calculation of the arrow \(\hat{\delta}(\hat{A})\) significantly.

### 4.5.2 Antonymous and Observable Functions

Our aim is to define two functions, \(g_{\hat{A}}, f_{\hat{A}}\), from which we can calculate the approximations \(\hat{\delta}'(\hat{A})_V\) resp. \(\hat{\delta}''(\hat{A})_V\) to \(\hat{A}\) for all contexts \(V \in \mathcal{V}(\mathcal{N})\). More precisely, we describe the Gelfand transforms of the operators \(\hat{\delta}'(\hat{A})_V\) and \(\hat{\delta}''(\hat{A})_V\) (for all \(V\)). These are functions from the Gelfand spectrum \(\Sigma_V\) to the reals. The main idea, from de Groote, is to use the fact that each \(\lambda \in \Sigma_V\) corresponds to a maximal filter in the projection lattice \(\mathcal{P}(V)\) of \(V\). Hence, we consider the Gelfand transforms as functions on filters; by “extending” each filter in \(\mathcal{P}(V)\) to a filter in \(\mathcal{P}(\mathcal{N})\) (nonmaximal in general), we arrive at functions on filters in \(\mathcal{P}(\mathcal{N})\), the projection lattice of the nonabelian von Neumann algebra \(\mathcal{N}\). First, we collect a few basic definitions and facts about filters.

#### 4.5.2.1 Filters

Let \(\mathbb{L}\) be a lattice with zero element 0. A subset \(F\) of elements of \(\mathbb{L}\) is a (proper) filter (or [proper] dual ideal) if (1) \(0 \notin F\); (2) \(a, b \in F\) implies \(a \land b \in F\); and (3) \(a \in F\) and \(b \geq a\) imply \(b \in F\). When we speak of filters, we always mean proper filters. We write \(\mathcal{F}(\mathbb{L})\) for the set of filters in a lattice \(\mathbb{L}\). If \(\mathcal{N}\) is a von Neumann algebra, then we write \(\mathcal{F}(\mathcal{N})\) for \(\mathcal{F}(\mathcal{P}(\mathcal{N}))\).

A subset \(B\) of elements of \(\mathbb{L}\) is a filter base if (1) \(0 \neq B\), and (2) for all \(a, b \in B\) there exists a \(c \in B\) such that \(c \leq a \land b\).

Maximal filters and maximal filter bases in a lattice \(\mathbb{L}\) with 0 exist by Zorn’s lemma, and each maximal filter is a maximal filter base and vice versa. The maximal filters in the projection lattice of a von Neumann algebra \(\mathcal{N}\) are denoted by \(\mathcal{Q}(\mathcal{N})\). Following de Groote [4], one can equip this set with a topology and consider its relations to well-known constructions (in particular, Gelfand spectra of abelian von Neumann algebras). Here, we do not consider the topological aspects.
If $V$ is an abelian subalgebra of a von Neumann algebra $\mathcal{N}$, then the projections in $V$ form a distributive lattice $\mathcal{P}(V)$; that is, for all $\hat{P}$, $\hat{Q}$, $\hat{R} \in \mathcal{P}(V)$, we have

$$\hat{P} \land (\hat{Q} \lor \hat{R}) = (\hat{P} \land \hat{Q}) \lor (\hat{P} \land \hat{R}),$$

$$\hat{P} \lor (\hat{Q} \land \hat{R}) = (\hat{P} \lor \hat{Q}) \land (\hat{P} \lor \hat{R}).$$

(4.38)

(4.39)

The projection lattice of a von Neumann algebra is distributive if and only if the algebra is abelian.

A maximal filter in a complemented, distributive lattice $\mathbb{L}$ is called an *ultrafilter*; hence, $\mathcal{Q}(\mathbb{L})$ is the space of ultrafilters in $\mathbb{L}$. We do not use the notion of “ultrafilter” for maximal filters in non-distributive lattices like the projection lattices of nonabelian von Neumann algebras.

The characterizing property of an ultrafilter $U$ in a distributive, complemented lattice $\mathbb{L}$ is that for each element $a \in \mathbb{L}$, either $a \in U$ or $a^c \notin U$, where $a^c$ denotes the complement of $a$. This can easily be seen: a complemented lattice has a maximal element 1, and we have $a \lor a^c = 1$ by definition. Let us assume that $U$ is an ultrafilter, but $a \notin U$ and $a^c \notin U$. In particular, $a \notin U$ means that there is some $b \in U$ such that $b \land a = 0$. Using distributivity of the lattice $\mathbb{L}$, we get

$$b = b \land (a \lor a^c) = (b \land a) \lor (b \land a^c) = b \land a^c,$$

(4.40)

so $b \leq a^c$. Because $b \in U$ and $U$ is a filter, this implies $a^c \in U$, contradicting our assumption. If $\mathbb{L}$ is the projection lattice $\mathcal{P}(V)$ of an abelian von Neumann algebra $V$, then the maximal element is the identity operator $\hat{1}$ and the complement of a projection is given as $\hat{P}^c := \hat{1} - \hat{P}$. Each ultrafilter $q \in \mathcal{Q}(V)$ hence contains either $\hat{P}$ or $\hat{1} - \hat{P}$ for all $\hat{P} \in \mathcal{P}(V)$.

### 4.5.2.2 Elements of the Gelfand Spectrum and Filters

We already saw that for all projections $\hat{P} \in \mathcal{P}(V)$ and all elements $\lambda$ of the Gelfand spectrum $\Sigma_V$ of $V$, it holds that $\lambda(\hat{P}) \in \{0, 1\}$. Given $\lambda \in \Sigma_V$, it is easy to construct a maximal filter $F_\lambda$ in the projection lattice $\mathcal{P}(V)$ of $V$: let

$$F_\lambda := \{ \hat{P} \in \mathcal{P}(V) \mid \lambda(\hat{P}) = 1 \}. $$

(4.41)

It is clear that $\hat{P} \in F_\lambda$ implies $\hat{Q} \in F_\lambda$ for all projections $\hat{Q} \geq \hat{P}$. Let $\hat{P}_1$, $\hat{P}_2 \in F_\lambda$. From the fact that $\lambda$ is a multiplicative state of $V$, we obtain $\lambda(\hat{P}_1 \land \hat{P}_2) = \lambda(\hat{P}_1 \hat{P}_2) = \lambda(\hat{P}_1) \lambda(\hat{P}_2) = 1$, so $\hat{P}_1 \land \hat{P}_2 \in F_\lambda$. Finally, we have $1 = \lambda(\hat{1}) = \lambda(\hat{P} + \hat{1} - \hat{P}) = \lambda(\hat{P}) + \lambda(\hat{1} - \hat{P})$ for all $\hat{P} \in \mathcal{P}(V)$, so either $\hat{P} \in F_\lambda$ or $\hat{1} - \hat{P} \in F_\lambda$ for all $\hat{P}$, which shows that $F_\lambda$ is a maximal filter in $\mathcal{P}(V)$, indeed. It is straightforward to see that the mapping

$$\beta : \Sigma_V \longrightarrow \mathcal{Q}(V)$$

$$\lambda \mapsto F_\lambda$$

(4.42)

from the Gelfand spectrum of $V$ to the set $\mathcal{Q}(V)$ of maximal filters in $\mathcal{P}(V)$ is injective. This is the first step in the construction of a homeomorphism between these two spaces. De Groote has shown the existence of such a homeomorphism in Thm. 3.2 of [4].
Given a filter $F$ in the projection lattice $\mathcal{P}(V)$ of some context $V$, one can “extend” it to a filter in the projection lattice $\mathcal{P}(N)$ of the full nonabelian algebra $N$ of physical quantities. One simply defines the $N$-cone over $F$ as

$$C_N(F) := \uparrow F = \{ \hat{Q} \in \mathcal{P}(N) \mid \exists \hat{P} \in F : \hat{P} \leq \hat{Q} \}. \quad (4.43)$$

This is the smallest filter in $\mathcal{P}(N)$ containing $F$.

We need the following technical but elementary lemma:

**Lemma 4.** Let $N$ be a von Neumann algebra, and let $\hat{T}$ be a von Neumann subalgebra such that $\hat{1} = \hat{1}_N$. Let

$$\delta^i_T : \mathcal{P}(N) \longrightarrow \mathcal{P}(T) \quad (4.44)$$

$$\hat{P} \mapsto \delta^i(\hat{P})_T := \bigvee \{ \hat{Q} \in \mathcal{P}(T) \mid \hat{Q} \leq \hat{P} \}.$$

Then, for all filters $F \in \mathcal{F}(T)$,

$$(\delta_T^{-1})^{-1}(F) = C_N(F). \quad (4.45)$$

**Proof.** If $\hat{Q} \in F \subset \mathcal{P}(T)$, then $(\delta_T^{-1})^{-1}(\hat{Q}) = \{ \hat{P} \in \mathcal{P}(N) \mid \delta^i(\hat{P})_T = \hat{Q} \}$. Let $\hat{P} \in \mathcal{P}(N)$ be such that there is a $\hat{Q} \in F$ with $\hat{Q} \leq \hat{P}$—that is, $\hat{P} \in C_N(F)$. Then, $\delta^i(\hat{P})_T \geq \hat{Q}$, which implies $\delta^i(\hat{P})_T \in F$ because $F$ is a filter in $\mathcal{P}(T).$ This shows that $C_N(F) \subseteq (\delta_T^{-1})^{-1}(F)$. Now, let $\hat{P} \in \mathcal{P}(N)$ be such that there is no $\hat{Q} \in F$ with $\hat{Q} \leq \hat{P}$. Because $\delta^i(\hat{P})_T \leq \hat{P}$, there also is no $\hat{Q} \in F$ with $\hat{Q} \leq \delta^i(\hat{P})_T$, so $\hat{P} \notin (\delta_T^{-1})^{-1}(F)$. This shows that $(\delta_T^{-1})^{-1}(F) \subseteq C_N(F)$. \[\square\]

**Definition of antonymous and observable functions.** Let $N$ be a von Neumann algebra, and let $\hat{A}$ be a self-adjoint operator in $N_{sa}$. As before, we denote the spectral family of $\hat{A}$ as $(E^\hat{A}_r)_{r \in \mathbb{R}} = \hat{E}^\hat{A}$. 

**Definition 5.** The *antonymous function of* $\hat{A}$ is defined as

$$g_{\hat{A}} : \mathcal{F}(N) \longrightarrow \text{sp}(\hat{A}) \quad (4.46)$$

$$F \mapsto \sup\{ r \in \mathbb{R} \mid \hat{1} - E^\hat{A}_r \in F \}. \quad (4.47)$$

The *observable function of* $\hat{A}$ is

$$f_{\hat{A}} : \mathcal{F}(N) \longrightarrow \text{sp}(\hat{A}) \quad (4.48)$$

$$F \mapsto \inf\{ r \in \mathbb{R} \mid E^\hat{A}_r \in F \}. \quad (4.49)$$

It is straightforward to see that, indeed, the range of these functions is the spectrum $\text{sp}(\hat{A})$ of $\hat{A}$.

We observe that the mapping described in Equation (4.23) can be generalized: when approximating a self-adjoint operator $\hat{A}$ with respect to the spectral order in a von Neumann subalgebra of $N$, then one can use an arbitrary, not necessarily abelian, subalgebra $T$ of the nonabelian algebra $N$. The only condition is that the unit elements
in \( \mathcal{N} \) and \( T \) coincide. We define
\[
\delta^i_T : \mathcal{N}_{sa} \rightarrow T_{sa} \quad \hat{A} \mapsto \delta^i(\hat{A})_T = \bigvee \{ \hat{B} \in T_{sa} \mid \hat{B} \leq_s \hat{A} \}.
\]
Analogously, generalizing Equation (4.24)
\[
\delta^o_T : \mathcal{N}_{sa} \rightarrow T_{sa} \quad \hat{A} \mapsto \delta^o(\hat{A})_T = \bigwedge \{ \hat{B} \in T_{sa} \mid \hat{B} \geq_s \hat{A} \}.
\]

The following proposition is central:

**Proposition 6.** Let \( \hat{A} \in \mathcal{N}_{sa} \). For all von Neumann subalgebras \( T \subseteq \mathcal{N} \) such that \( \hat{1}_T = \hat{1}_\mathcal{N} \) and all filters \( F \in \mathcal{F}(T) \), we have
\[
g_{\delta^i(\hat{A})_T}(F) = g_{\hat{A}}(C_N(F)). \tag{4.52}
\]

**Proof.** We have
\[
g_{\delta^i(\hat{A})_T}(F) = \sup \{ r \in \mathbb{R} \mid \hat{1} - \hat{E}_{\delta^i(\hat{A})_T} \in F \}
\]
\[
\overset{(4.27)}{=} \sup \{ r \in \mathbb{R} \mid \hat{1} - \bigwedge_{\mu > r} \delta^o(\hat{E}_{\mu})_T \in F \}
\]
\[
= \sup \{ r \in \mathbb{R} \mid \delta^i(\hat{1} - \hat{E}_r)_T \in F \}
\]
\[
= \sup \{ r \in \mathbb{R} \mid \delta^i(\hat{1} - \hat{E}_r)_T \in F \}
\]
\[
= \sup \{ r \in \mathbb{R} \mid \hat{1} - \hat{E}_r^\hat{A} \in (\delta^i)\^{-1}(F) \}
\]
\[
\overset{\text{Lemma 4}}{=} g_{\hat{A}}(\mathcal{C}_N(F))
\]
\[
= g_{\hat{A}}(C_N(F)).
\]

This shows that the antonymous function \( g_{\hat{A}} : \mathcal{F}(\mathcal{N}) \rightarrow \text{sp}(\hat{A}) \) of \( \hat{A} \) encodes in a simple way all the antonymous functions \( g_{\delta^i(\hat{A})_T} : \mathcal{F}(T) \rightarrow \text{sp}(\delta^i(\hat{A}))_T \) corresponding to the approximations \( \delta^i(\hat{A})_T \) (from the spectral order) to \( \hat{A} \) to von Neumann subalgebras \( T \) of \( \mathcal{N} \). If, in particular, \( T \) is an abelian subalgebra, then the set \( \mathcal{Q}(T) \) of maximal filters in \( D(T) \) can be identified with the Gelfand spectrum of \( T \) (see [5]), and \( g_{\delta^i(\hat{A})_T} |_{\mathcal{Q}(T)} \) can be identified with the Gelfand transform of \( \delta^i(\hat{A})_T \). Thus, we get:

**Corollary 7.** The antonymous function \( g_{\hat{A}} : \mathcal{F}(\mathcal{N}) \rightarrow \text{sp}(\hat{A}) \) encodes all the Gelfand transforms of the inner daseinised operators of the form \( \delta^i(\hat{A})_V \), where \( V \in \mathcal{V}(\mathcal{N}) \) is an abelian von Neumann subalgebra of \( \mathcal{N} \) (such that \( \hat{1}_V = \hat{1}_\mathcal{N} \)). Concretely, if \( \mathcal{Q}(V) \) is the space of maximal filters in \( \mathcal{P}(V) \) and \( \Sigma_V \) is the Gelfand spectrum of \( V \), then we have an identification \( \beta : \Sigma_V \rightarrow \mathcal{Q}(V) \), \( \lambda \mapsto F_\lambda \) (see Equation 4.42). Let \( \overline{\delta^i(\hat{A})}_V : \Sigma_V \rightarrow \text{sp}(\delta^i(\hat{A}))_V \) be the Gelfand transform of \( \delta^i(\hat{A})_V \). We can identify \( \overline{\delta^i(\hat{A})}_V \) with \( g_{\delta^i(\hat{A})_V} |_{\mathcal{Q}(V)} \) and, hence, from Proposition 6,
\[
\overline{\delta^i(\hat{A})}_V(\lambda) = g_{\delta^i(\hat{A})_V}(F_\lambda) = g_{\hat{A}}(C_N(F_\lambda)). \tag{4.53}
\]
Not surprisingly, there is a similar result for observable functions and outer daseinisation. This result was first proved in a similar form by de Groote [6].

**Proposition 8.** Let $\hat{A} \in \mathcal{N}_{sa}$. For all von Neumann subalgebras $\mathcal{T} \subseteq \mathcal{N}$ such that $\hat{1}_\mathcal{T} = \hat{1}_{\mathcal{N}}$ and all filters $F \in \mathcal{F}(\mathcal{T})$, we have

$$f_{\delta^o(\hat{A})_\mathcal{T}}(F) = f_{\hat{A}}(C_{\mathcal{N}}(F)).$$

**PROOF.** We have

$$f_{\delta^o(\hat{A})_\mathcal{T}}(F) = \inf\{r \in \mathbb{R} \mid \hat{E}_r^{\delta^o(\hat{A})_\mathcal{T}} \in F\} \quad (4.55)$$

$$= \inf\{r \in \mathbb{R} \mid \hat{E}_r^{\delta^o(\hat{A})} \in \delta^o(\hat{A})_\mathcal{T} \} \quad (4.56)$$

$$= \inf\{r \in \mathbb{R} \mid \hat{E}_r^{\delta^o(\hat{A})} \in C_{\mathcal{N}}(F)\} \quad (4.57)$$

$$= f_{\hat{A}}(C_{\mathcal{N}}(F)). \quad (4.59)$$

This shows that the observable function $f_{\hat{A}} : \mathcal{F}(\mathcal{N}) \to \text{sp}(\hat{A})$ of $\hat{A}$ encodes in a simple way all the observable functions $f_{\delta^o(\hat{A})_\mathcal{T}} : \mathcal{F}(\mathcal{N}) \to \text{sp}(\delta^o(\hat{A})_\mathcal{T})$ corresponding to approximations $\delta^o(\hat{A})_\mathcal{T}$ (from the previous spectral order) to $\hat{A}$ to von Neumann subalgebras $\mathcal{T}$ of $\mathcal{N}$. If, in particular, $\mathcal{T} = V$ is an abelian subalgebra, then we get:

**Corollary 9.** The observable function $f_{\hat{A}} : \mathcal{F}(\mathcal{N}) \to \text{sp}(\hat{A})$ encodes all the Gelfand transforms of the outer daseinised operators of the form $\delta^o(\hat{A})_V$, where $V \in \mathcal{V}(\mathcal{N})$ is an abelian von Neumann subalgebra of $\mathcal{N}$ (such that $\hat{1}_V = \hat{1}_{\mathcal{N}}$). Using the identification $\beta : \sum_V \to \mathcal{Q}(V)$, $\lambda \mapsto F_\lambda$ between the Gelfand and the space of maximal filters (see Equation 4.42), we can identify the Gelfand transform $\delta^o(\hat{A})_V : \sum_V \to \text{sp}(\delta^o(\hat{A})_V)$ of $\delta^o(\hat{A})_V$ with $f_{\delta^o(\hat{A})_V} |_{\mathcal{Q}(\mathcal{T})}$ and, hence, from Proposition 8,

$$\delta^o(\hat{A})_V(\lambda) = f_{\delta^o(\hat{A})_V}(F_\lambda) = f_{\hat{A}}(C_{\mathcal{N}}(F_\lambda)). \quad (4.60)$$

### 4.5.2.3 Vector States from Elements of Gelfand Spectra

As emphasized in Section 4.5.1, an element of $\lambda$ of the Gelfand spectrum $\sum_V$ of some context $V$ is only a local state: it is a pure state of the abelian subalgebra $V$, but it is not a state of the full nonabelian algebra $\mathcal{N}$ of physical quantities. We will now show how certain local states $\lambda$ can be extended to global states (i.e., states of $\mathcal{N}$).

Let $V$ be a context that contains at least one rank-1 projection. Let $\hat{P}$ be such a projection, and let $\psi \in \mathcal{H}$ be a unit vector such that $\hat{P}$ is the projection onto the ray $\mathbb{C}\psi$. ($\psi$ is fixed up to a phase). We write $\hat{P} = \hat{P}_\psi$. Then,

$$F_{\hat{P}_\psi} := \{ \hat{Q} \in \mathcal{P}(V) \mid \hat{Q} \geq \hat{P}_\psi \}$$

17 Depending on whether the von Neumann algebra $\mathcal{N}$ contains rank-1 projections, there may or may not be such contexts. For the case $\mathcal{N} = \mathcal{B}(\mathcal{H})$, there, of course, are many rank-1 projections and, hence, contexts $V$ of the required form.
clearly is an ultrafilter in $\mathcal{P}(V)$. It thus corresponds to some element $\lambda_\psi$ of the Gelfand spectrum $\Sigma_V$ of $V$. Being an element of the Gelfand spectrum, $\lambda_\psi$ is a pure state of $V$. The cone

$$C_{\lambda}(F_{\hat{P}_\psi}) = \{ \hat{Q} \in \mathcal{P}(\mathcal{N}) \mid \hat{Q} \geq \hat{P}_\psi \}$$

(4.62)

is a maximal filter in $\mathcal{P}(\mathcal{N})$. It contains all projections in $\mathcal{N}$ that represent propositions “$A \in \Lambda$” that are (totally) true in the vector state $\psi$ on $\mathcal{N}$.

This vector state is uniquely determined by the cone $C_{\lambda}(F_{\hat{P}_\psi})$. The “local state” $\lambda_\psi$ on the context $V \subset \mathcal{N}$ can thus be extended to a “global” vector state. On the level of filters, this extension corresponds to the cone construction.

For a finite-dimensional Hilbert space $\mathcal{H}$, one necessarily has $\mathcal{N} = \mathcal{B}(\mathcal{H})$. Let $V$ be an arbitrary maximal context, and let $\lambda \in \Sigma_V$. Then, $\lambda$ is of the form $\lambda = \lambda_{\hat{P}_\psi}$ for some unit vector $\psi \in \mathcal{H}$ and corresponding rank-1 projection $\hat{P}_\psi$. Hence, every such $\lambda_{\hat{P}_\psi}$ can be extended to a vector state $\psi$ on the whole of $\mathcal{B}(\mathcal{H})$.

### 4.5.2.4 The Eigenstate-Eigenvalue Link

We now show that the arrow $\delta(\hat{A})$ constructed from a self-adjoint operator $\hat{A} \in \mathcal{N}_{sa}$ preserves the eigenstate-eigenvalue link in a suitable sense. We employ the relation between ultrafilters in $\mathcal{P}(V)$ of the form $F_{\hat{P}_\psi}$ (see Equation 4.61) and maximal filters in $\mathcal{P}(\mathcal{N})$ established in the previous paragraph, but “read it backwards.”

Let $\hat{A}$ be some self-adjoint operator, and let $\psi$ be an eigenstate of $\hat{A}$ with eigenvalue $a$. Let $V$ be a context that contains $\hat{A}$, and let $\hat{P}_\psi$ be the projection determined by $\psi$—that is, the projection onto the one-dimensional subspace (ray) $\mathbb{C}\psi$ of Hilbert space. Then, $\hat{P}_\psi \in V$ from the spectral theorem. Consider the maximal filter

$$F := \{ \hat{Q} \in \mathcal{P}(\mathcal{N}) \mid \hat{Q} \geq \hat{P}_\psi \}$$

(4.63)

in $\mathcal{P}(\mathcal{N})$ determined by $\hat{P}_\psi$. Clearly, $F \cap \mathcal{P}(V) = \{ \hat{Q} \in \mathcal{P}(V) \mid \hat{Q} \geq \hat{P}_\psi \}$ is an ultrafilter in $\mathcal{P}(V)$—namely, the ultrafilter $F_{\hat{P}_\psi}$ from Equation (4.61), and $F = C_{\lambda}(F_{\hat{P}_\psi})$.

Let $\lambda_\psi$ be the element of $\Sigma_V$ (i.e., local state of $V$) determined by $F_{\hat{P}_\psi}$. The state $\lambda_\psi$ is nothing but the restriction of the vector state $\langle \psi \mid \cdot \mid \psi \rangle$ (on $\mathcal{N}$) to the context $V$; hence,

$$\langle \psi \mid \hat{A} \mid \psi \rangle = \lambda_\psi(\hat{A}) = a.$$  

(4.64)

Because $\hat{A} \in V_{sa}$, we have $\delta^i(\hat{A})_V = \delta^o(\hat{A})_V = \hat{A}$. This implies that

$$\delta(\hat{A})_V(\lambda_\psi)(V) = [g_{\delta^i(\hat{A})_V}(\lambda_\psi), f_{\delta^o(\hat{A})_V}(\lambda_\psi)]$$

$$= [g_{\hat{A}}(\lambda_\psi), f_{\hat{A}}(\lambda_\psi)]$$

$$= [\lambda_\psi(\hat{A}), \lambda_\psi(\hat{A})]$$

(4.65)

That is, the arrow $\delta(\hat{A})$ delivers (the interval only containing) the eigenvalue $a$ for an eigenstate $\psi$ (resp. the corresponding $\lambda_\psi$) at a context $V$ that actually contains $\hat{A}$.

---

18 Here, we again use the usual identification between unit vectors and vector states, $\psi \mapsto \langle \psi \mid \cdot \mid \psi \rangle$. 
this sense, the eigenstate-eigenvalue link is preserved, and locally at \( V \) the value of \( \hat{A} \) actually becomes a single real number as expected.

**Example 10:** We return to our example, the spin-1 system. It is described by the algebra \( \mathcal{B}(\mathbb{C}^3) \) of bounded operators on the three-dimensional Hilbert space \( \mathbb{C}^3 \). In particular, the spin- \( z \) operator is given by

\[
\hat{S}_z = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\] (4.66)

This is the matrix expression for \( \hat{S}_z \) with respect to the basis \( e_1, e_2, e_3 \) of eigenvectors of \( \hat{S}_z \). Let \( \hat{P}_1, \hat{P}_2, \hat{P}_3 \) be the corresponding rank-1 projections onto the eigenspaces. The algebra \( V_{\hat{S}_z} := \{ \hat{P}_1, \hat{P}_2, \hat{P}_3 \} \) generated by these projections is a maximal abelian subalgebra of \( B(\mathbb{C}^3) \), and it is the only maximal abelian subalgebra containing \( \hat{S}_z \).

Let us now consider what the approximations \( \delta_i(\hat{S}_z)_V \) and \( \delta^o(\hat{S}_z)_V \) of \( \hat{S}_z \) to other contexts \( V \) look like. To do so, we first determine the antonymous and the observable function of \( \hat{S}_z \). The spectral family of \( \hat{S}_z \) is given by

\[
\hat{E}_{\hat{S}_z}^\lambda = \begin{cases}
\hat{0} & \text{if } \lambda < -\frac{1}{\sqrt{2}} \\
\hat{P}_3 & \text{if } -\frac{1}{\sqrt{2}} \leq \lambda < 0 \\
\hat{P}_3 + \hat{P}_2 & \text{if } 0 \leq \lambda < \frac{1}{\sqrt{2}} \\
\hat{1} & \text{if } \lambda \geq \frac{1}{\sqrt{2}}.
\end{cases}
\] (4.67)

The antonymous function \( g_{\hat{S}_z} \) of \( \hat{S}_z \) is

\[
g_{\hat{S}_z} : \mathcal{F}(\mathcal{B}(\mathbb{C}^3)) \longrightarrow \text{sp}(\hat{S}_z)
\]

\[F \mapsto \sup\{r \in \mathbb{R} \mid \hat{1} - \hat{E}_{\hat{S}_z}^r \in F\},\] (4.68)

and the observable function is

\[
f_{\hat{S}_z} : \mathcal{F}(\mathcal{B}(\mathbb{C}^3)) \longrightarrow \text{sp}(\hat{S}_z)
\]

\[F \mapsto \inf\{r \in \mathbb{R} \mid \hat{E}_{\hat{S}_z}^r \in F\}.\] (4.69)

Let \( \hat{Q}_1, \hat{Q}_2, \hat{Q}_3 \) be three pairwise orthogonal rank-1 projections, and let \( V = \{ \hat{Q}_1, \hat{Q}_2, \hat{Q}_3 \}' \in \mathcal{V}(\mathcal{B}(\mathbb{C}^3)) \) be the maximal context determined by them. Then, the Gelfand spectrum \( \Sigma_V \) has three elements; let us denote them \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) (where \( \lambda_{ij}(\hat{Q}_j) = \delta_{ij} \)). Clearly, \( \hat{Q}_i \) is the smallest projection in \( V \) such that \( \lambda_i(\hat{Q}_i) = 1 \) (\( i = 1, 2, 3 \)). Each \( \lambda_i \) defines a maximal filter in the projection lattice \( \mathcal{P}(V) \) of \( V \):

\[
F_{\lambda_i} = \{ \hat{Q} \in \mathcal{P}(V) \mid \hat{Q} \geq \hat{Q}_i \}.\] (4.70)

The Gelfand transform \( \delta^i(\hat{S}_z)_V \) of \( \delta^i(\hat{S}_z)_V \) is a function from the Gelfand spectrum \( \Sigma_V \) of \( V \) to the spectrum of \( \hat{S}_z \). Equation (4.53) shows how to calculate this function from the antonymous function \( g_{\hat{S}_z} \):

\[
\delta^i(\hat{S}_z)_V(\lambda_i) = g_{\hat{S}_z}(C_{\mathcal{B}(\mathbb{C}^3)}(F_{\lambda_i})),\] (4.71)
where $C_{B(C^{3})}(F_{\lambda})$ is the cone over the filter $F_{\lambda}$—that is,
\[
C_{B(C^{3})}(F_{\lambda}) = \{ \hat{R} \in \mathcal{P}(B(C^{3})) | \exists \hat{Q} \in F_{\lambda} : \hat{R} \geq \hat{Q} \}
\]
\[
= \{ \hat{R} \in \mathcal{P}(B(C^{3})) | \hat{R} \geq \hat{Q}_{1} \}. \tag{4.72}
\]
Now, it is easy to actually calculate $\overline{\delta^{i}(\hat{S}_{\zeta})}_{V}$: for all $\lambda_{i} \in \Sigma_{V},$
\[
\overline{\delta^{i}(\hat{S}_{\zeta})}_{V}(\lambda_{i}) = \sup \{ r \in \mathbb{R} | \hat{1} - \hat{E}_{\hat{S}_{\zeta}}^{\delta_{i}} \in C_{B(C^{3})}(F_{\lambda_{i}}) \}
\]
\[
= \sup \{ r \in \mathbb{R} | \hat{1} - \hat{E}_{\hat{S}_{\zeta}}^{\delta_{i}} \geq \hat{Q}_{1} \}. \tag{4.73}
\]
Analogously, we obtain $\overline{\delta^{o}(\hat{S}_{\zeta})}_{V}$: for all $\lambda_{i},$
\[
\overline{\delta^{o}(\hat{S}_{\zeta})}_{V}(\lambda_{i}) = \inf \{ r \in \mathbb{R} | \hat{E}_{\hat{S}_{\zeta}}^{\delta_{i}} \in C_{B(C^{3})}(F_{\lambda_{i}}) \}
\]
\[
= \inf \{ r \in \mathbb{R} | \hat{E}_{\hat{S}_{\zeta}}^{\delta_{i}} \geq \hat{Q}_{1} \}. \tag{4.74}
\]
Using the expression Equation (4.67) for the spectral family of $\hat{S}_{\zeta}$, we can see directly that the values $\overline{\delta^{i}(\hat{S}_{\zeta})}_{V}(\lambda_{i}), \overline{\delta^{o}(\hat{S}_{\zeta})}_{V}(\lambda_{i})$ lie in the spectrum of $\hat{S}_{\zeta}$ as expected. A little less obviously, $\overline{\delta^{i}(\hat{S}_{\zeta})}_{V}(\lambda_{i}) \leq \delta^{o}(\hat{S}_{\zeta})_{V}(\lambda_{i})$, so we can think of the pair of values as an interval $[\delta^{i}(\hat{S}_{\zeta})_{V}(\lambda_{i}), \delta^{o}(\hat{S}_{\zeta})_{V}(\lambda_{i})]$. We had assumed that $V = \{ \hat{Q}_{1}, \hat{Q}_{2}, \hat{Q}_{3} \}$ is a maximal abelian subalgebra, but this is no actual restriction. A nonmaximal subalgebra $V'$ has a Gelfand spectrum $\Sigma_{V'}$ consisting of two elements. All arguments work analogously. The important point is that for each element $\lambda$ of the Gelfand spectrum, there is a unique projection $\hat{Q}$ in $V'$ corresponding to $\lambda$, given as the smallest projection in $V'$ such that $\lambda(\hat{Q}) = 1$.

This means that we can now write down explicitly the natural transformation $\delta_{\hat{S}_{\zeta}} : \Sigma \rightarrow \mathbb{R}^{\geq 0}$, the arrow in the presheaf topos representing the physical quantity “spin in $z$-direction,” initially given by the self-adjoint operator $\hat{S}_{\zeta}$. For each context $V \in \mathcal{V}(B(C^{3}))$, we have a function
\[
\delta_{\hat{S}_{\zeta}} : \Sigma_{V} \rightarrow \mathbb{R}_{\geq 0}^{V}
\]
\[
\lambda \mapsto (\mu_{\lambda}, v_{\lambda}); \tag{4.75}
\]
compare Equation (4.34). According to Equation (4.32), $\mu_{\lambda} : \downarrow V \rightarrow \mathbb{R}$ is given as
\[
\mu_{\lambda} : \downarrow V \rightarrow \mathbb{R}
\]
\[
V' \mapsto \lambda(\delta^{i}(\hat{S}_{\zeta})_{V'}) = \overline{\delta^{i}(\hat{S}_{\zeta})}_{V}(\lambda). \tag{4.76}
\]
Let $\hat{Q}_{V'} \in \mathcal{P}(V')$ be the projection in $V'$ corresponding to $\lambda$—that is, the smallest projection in $V'$ such that $\lambda(\hat{Q}_{V'}) = 1$. Note that this projection $\hat{Q}_{V'}$ depends on $V'$. For each $V' \in \downarrow V$, the element $\lambda$ (originally an element of the Gelfand spectrum $\Sigma_{V}$) is considered as an element of $\Sigma_{V'}$, given by the restriction $\lambda|_{V'}$ of the original $\lambda$ to the smaller algebra $V'$. Then, Equation (4.73) implies, for all $V' \in \downarrow V,$
\[
\mu_{\lambda}(V') = \sup \{ r \in \mathbb{R} | \hat{1} - \hat{E}_{\hat{S}_{\zeta}}^{\delta_{i}} \geq \hat{Q}_{V'} \}. \tag{4.77}
\]
From Equation (4.33), we obtain
\[ \nu: \downarrow V \rightarrow \mathbb{R} \]
\[ V' \mapsto \lambda(\delta(\hat{S}_z)_{V'}) = \delta(\hat{S}_z)_{V'}(\lambda), \]
and with Equation (4.74), we get for all \( V' \in \downarrow V \),
\[ \nu(\lambda) = \inf \{ r \in \mathbb{R} | \hat{E} \hat{S}_z \geq \hat{Q}_{V'} \}. \]

We finally want to calculate the “value” \( \delta(\hat{S}_z)(\mathfrak{w}_\psi) \) of the physical quantity “spin in z-direction” in the (pseudo)state \( \mathfrak{w}_\psi \). As described in Section 4.5.1, \( \psi \) is a unit vector in the Hilbert space (resp. a vector state) and \( \mathfrak{w}_\psi = \delta(\hat{P}_\psi) \) is the corresponding pseudostate, a subobject of \( \Sigma \). The “value” \( \delta(\hat{S}_z)(\mathfrak{w}_\psi) \) is given at \( V \in \mathcal{V}(\mathcal{B}(\mathbb{C}^3)) \) as
\[ (\delta(\hat{S}_z)(\mathfrak{w}_\psi))_V = \delta(\hat{S}_z)_V(\mathfrak{w}_\psi)_V = \{ \delta(\hat{S}_z)_V(\lambda) | \lambda \in \mathfrak{w}_\psi_{\downarrow V} \}. \]

Here, \( \mathfrak{w}_\psi_{\downarrow V} = \alpha(\delta(\hat{P}_\psi)_V) = S_{\psi(\hat{P}_\psi)_V} \) is a (clopen) subset of \( \Sigma_{\downarrow V} \) (cf. Equation 4.12). This means that for each context \( V \), the state determines a collection \( \mathfrak{w}_\psi_{\downarrow V} \) of elements of the Gelfand spectrum \( \Sigma_{\downarrow V} \) of \( V \). We then evaluate the component \( \delta(\hat{S}_z)_V \) of the arrow/natural transformation representing spin-z, given by Equation (4.75) (and subsequent equations), on all the \( \lambda \in \mathfrak{w}_\psi_{\downarrow V} \) to obtain the component at \( V \) of the “value” \( \delta(\hat{S}_z)(\mathfrak{w}_\psi) \). Each \( \lambda \in \mathfrak{w}_\psi \) gives a sequence of intervals; one interval for each \( V' \in \downarrow V \) such that if \( V'' \subset V' \), the interval at \( V'' \) contains the interval at \( V' \).

The example can easily be generalized to other operators and higher dimensions. Other finite-dimensional Hilbert spaces present no further conceptual difficulty at all. Of course, infinite-dimensional Hilbert spaces bring a host of new technical challenges, but the main tools used in the calculation—the antonymous and observable functions \( (g_{\hat{A}} \text{ resp. } f_{\hat{A}}) \)—are still available. Because they encode the approximations in the spectral order of an operator \( \hat{A} \) to all contexts \( V \in \mathcal{V}(\mathcal{N}) \), the natural transformation \( \delta(\hat{A}) \) corresponding to a self-adjoint operator \( \hat{A} \) can be written down efficiently, without the need to actually calculate the approximations to all contexts separately.

\section{Conclusion}

We have shown how daseinisation relates central aspects of the standard Hilbert space formalism of quantum theory to the topos formalism. Daseinisation of projections gives subobjects of the spectral presheaf \( \Sigma \). These subobjects form a Heyting algebra, and every pure state allows us to assign truth-values to all propositions. The resulting new form of quantum logic is contextual, multivalued, and intuitionistic. For more details on the logical aspects, see [8, 11, 16].

The daseinisation of self-adjoint operators gives arrows from the state object \( \Sigma \) to the presheaf \( \mathbb{R}^{\Sigma} \) of “values.” Of course, the “value” \( \delta(\hat{A})(\mathfrak{w}_\psi) \) of a physical quantity in a pseudostate \( \mathfrak{w}_\psi \) is considerably more complicated than the value of a physical quantity in classical physics, which is just a real number. The main point, though, is
that in the topos approach all physical quantities do have (generalized) values in any given state—something that clearly is not the case in ordinary quantum mechanics. Moreover, we have shown in Example 10 how to calculate the “value” \( \hat{\delta}(\hat{S}_z)(\psi^\#) \).

Recently, Heunen, Landsman, and Spitters suggested a closely related scheme using topoi in quantum theory (see [20], as well as their contribution to this volume and references therein). All the basic ingredients are the same: a quantum system is described by an algebra of physical quantities, in their case a Rickart \( C^* \)-algebra; associated with this algebra is a spectral object whose subobjects represent propositions; and physical quantities are represented by arrows in a topos associated with the quantum system. The choice of topos is very similar to ours: as the base category, one considers all abelian subalgebras (i.e., contexts) of the algebra of physical quantities and orders them partially under inclusion. In our scheme, we choose the topos to be contravariant, \textbf{Sets}-valued functors (called \textit{presheaves}) over the context category, whereas Heunen et al. choose \textit{co-}variant functors. The use of covariant functors allows the construction of the spectral object as the topos-internal Gelfand spectrum of a topos-internal abelian \( C^* \)-algebra canonically defined from the external nonabelian algebra of physical quantities.

Despite the similarities, there are some important conceptual and interpretational differences between the original contravariant approach and the covariant approach. These differences and their physical consequences will be discussed in a forthcoming article [11] see also [30].

Summing up, the topos approach provides a reformulation of quantum theory in a way that seemed impossible up to now because of powerful no-go theorems like the Kochen–Specker theorem. Despite the Kochen–Specker theorem, there is a suitable notion of state “space” for a quantum system in analogy to classical physics: the spectral presheaf.
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In classical mechanics, an observable is represented by a real valued (smooth or continuous or measurable) function on an appropriate phase space, whereas in von Neumann’s axiomatic approach to quantum physics [14], an observable is represented by a bounded self-adjoint operator $A$ acting on a Hilbert space $\mathcal{H}$.

Here, a natural question arises: Is the structural difference between classical and quantum observables fundamental, or is there some background structure showing that classical and quantum observables are on the same footing? Indeed, such a background structure exists, and I describe in this chapter some of its features.

## 5.1 The Stone Spectrum of a Lattice

Let $\mathbb{L}$ be a lattice. We usually assume that $\mathbb{L}$ contains a smallest element $0$ and a greatest element $1$. We can weaken these assumptions: if $\mathbb{L}$ does not contain a smallest or a greatest element, it can be adjoined without altering the structure of $\mathbb{L}$ essentially. Moreover, it suffices for the following that the minimum of two elements is always defined—that is, that $\mathbb{L}$ is a $\wedge$-semilattice. Our general references to lattice theory are [1] and [17], but all we need can also be found in [5].

A presheaf of sets on $\mathbb{L}$ is a contravariant functor $\mathcal{S} : \mathbb{L} \to \textbf{Set}$, where we consider $\mathbb{L}$ as a category in the obvious way. We want to define an associated sheaf—not on $\mathbb{L}$ but on a topological space closely connected to $\mathbb{L}$. If $\mathcal{S}$ is a presheaf on a topological space $X$, the associated sheaf is a local homeomorphism $\pi : \mathcal{E}(\mathcal{S}) \to X$, where the

---

1 Sadly, Professor de Groote passed away shortly after submitting his manuscript for inclusion in this book. The chapter presented here has been edited for matters of style and to correct typographical errors but otherwise reflects Professor de Groote’s original manuscript.
etale space \( \mathcal{E}(S) \) is the disjoint union of the stalks,

\[
S_x = \lim_{U \in \mathcal{U}(x)} S(U).
\]

Here, \( \mathcal{U}(x) \) denotes the system of open neighborhoods of \( x \in X \). We can mimic this construction for the more general case of an arbitrary lattice \( \mathbb{L} \). \( \mathcal{U}(x) \) is a filter base in the lattice \( \mathcal{T}(X) \) of all open subsets of \( X \); that is:

**Definition 5.1.1.** A nonvoid subset \( B \) of a lattice \( \mathbb{L} \) is called a filter base in \( \mathbb{L} \) if

1. \( 0 \notin B \).
2. If \( a, b \in B \), there is an element \( c \in B \) such that \( c \leq a, b \).

Of course, it makes no sense to define stalks for arbitrary filter bases. But there is an obvious class of distinguished filter bases: the maximal ones. It is easy to see that a maximal filter base in a lattice \( \mathbb{L} \) is nothing else but a maximal dual ideal in \( \mathbb{L} \):

**Definition 5.1.2.** A (proper) dual ideal in \( \mathbb{L} \) is a subset \( \mathcal{J} \subseteq \mathbb{L} \) such that

1. \( 0 \notin \mathcal{J} \).
2. If \( a, b \in \mathcal{J} \), then \( a \land b \in \mathcal{J} \).
3. If \( a, b \in \mathbb{L} \), \( a \in \mathcal{J} \) and \( a \leq b \), then \( b \in \mathbb{L} \).

We denote the set of all dual ideals in \( \mathbb{L} \) by \( \mathcal{D}(\mathbb{L}) \) and the set of all maximal dual ideals in \( \mathbb{L} \) by \( \mathcal{Q}(\mathbb{L}) \). Elements of \( \mathcal{Q}(\mathbb{L}) \) are also called quasipoints because they serve as a surrogate for points in the process of sheafification of a presheaf.

\( \mathcal{D}(\mathbb{L}) \) bears a natural topology: it is generated by the sets

\[
\mathcal{D}_a(\mathbb{L}) := \{ \mathcal{J} \in \mathcal{D}(\mathbb{L}) \mid a \in \mathcal{J} \} \quad (a \in \mathbb{L}).
\]

Because

\[
\mathcal{D}_0(\mathbb{L}) = \emptyset, \quad \mathcal{D}_1(\mathbb{L}) = \mathcal{D}(\mathbb{L}), \quad \text{and} \quad \mathcal{D}_a(\mathbb{L}) \cap \mathcal{D}_b(\mathbb{L}) = \mathcal{D}_{a \land b}(\mathbb{L}) \quad \text{for all} \quad a, b \in \mathbb{L},
\]

\( \{ \mathcal{D}_a(\mathbb{L}) \mid a \in \mathbb{L} \} \) is a basis for this topology. Its restriction to \( \mathcal{Q}(\mathbb{L}) \) is a Hausdorff space in which the sets \( \mathcal{Q}_a(\mathbb{L}) \) are clopen.\(^2\) But note that this is not true for \( \mathcal{D}(\mathbb{L}) \) and all \( \mathcal{D}_a(\mathbb{L}) \)! M. H. Stone introduced this topology in his famous article [21] for the special case \( \mathcal{Q}(\mathbb{L}) \), where \( \mathbb{L} \) is a Boolean algebra. We therefore call it the Stone topology on \( \mathcal{D}(\mathbb{L}) \). Later, we prove that if \( \mathbb{L} \) is the projection lattice of an abelian von Neumann algebra \( \mathcal{R} \), then \( \mathcal{Q}(\mathbb{L}) \), equipped with the restriction of the Stone topology, is homeomorphic to the Gelfand spectrum of \( \mathcal{R} \).

**Definition 5.1.3.** Let \( \mathbb{L} \) be an arbitrary lattice and let \( \mathcal{Q}(\mathbb{L}) \) be the set of its maximal dual ideals. Then \( \mathcal{Q}(\mathbb{L}) \), together with (restriction of) the Stone topology, is called the Stone spectrum of \( \mathbb{L} \).

The Stone spectrum \( \mathcal{Q}(\mathbb{L}) \) reflects some properties of the lattice \( \mathbb{L} \). We restrict our discussion to orthomodular lattices. For their proofs, we refer to [5]. If \( a, b \) are elements

\(^2\) We use the common abbreviation _clopen_ for “closed and open.”
of an orthomodular lattice $\mathbb{L}$, then $Q_a(\mathbb{L}) \subseteq Q_b(\mathbb{L})$ implies $a \leq b$. In particular,

$$Q_a(\mathbb{L}) = Q_b(\mathbb{L}) \iff a = b.$$  

Distributivity of an orthomodular lattice $\mathbb{L}$ can be characterized by topological properties of $Q(\mathbb{L})$:

**Proposition 5.1.1.** The following properties of an orthomodular lattice $\mathbb{L}$ are equivalent:

1. $\mathbb{L}$ is distributive.
2. $Q_a(\mathbb{L}) \cup Q_b(\mathbb{L}) = Q_{a \vee b}(\mathbb{L})$ for all $a, b \in \mathbb{L}$.
3. $Q_a(\mathbb{L}) \cup Q_{a^\perp}(\mathbb{L}) = Q(\mathbb{L})$ for all $a \in \mathbb{L}$.
4. The only clopen subsets of $Q(\mathbb{L})$ are the sets $Q_a(\mathbb{L})$ ($a \in \mathbb{L}$).

**Definition 5.1.4.** A lattice $\mathbb{L}$ is called of finite type if

$$\bigcup_{k \in K} Q_{a_k}(\mathbb{L}) = Q_{\bigvee_{k \in K} a_k}(\mathbb{L})$$

holds for all increasing families $(a_k)_{k \in K}$ in $\mathbb{L}$.

**Lemma 5.1.2.** An orthomodular lattice $\mathbb{L}$ is of finite type if and only if

$$a \wedge (\bigvee_{k \in K} a_k) = \bigvee_{k \in K} (a \wedge a_k)$$

for all $a \in \mathbb{L}$ and all increasing families $(a_k)_{k \in K}$ in $\mathbb{L}$.

Finiteness of a von Neumann algebra $\mathcal{R}$ can also be characterized by topological properties of its Stone spectrum:

**Theorem 5.1.1.** The projection lattice $\mathcal{P}(\mathcal{R})$ of a von Neumann algebra $\mathcal{R}$ is of finite type if and only if $\mathcal{R}$ is of finite type.

### 5.2 Stone Spectra of von Neumann Algebras

Let $\mathcal{R}$ be an abelian von Neumann algebra acting on a Hilbert space $\mathcal{H}$. We give a new proof for the known result that $\beta \mapsto \tau_\beta$ is a homeomorphism from $Q(\mathcal{R})$ onto the Gelfand spectrum of $\mathcal{R}$ using the generalized Gleason theorem. This proof is much shorter than the old one [5], but it is less elementary.

**Theorem 5.2.1.** Let $\mathcal{R}$ be an abelian von Neumann algebra. Then, the Gelfand spectrum of $\mathcal{R}$ is homeomorphic to the Stone spectrum of $\mathcal{R}$.

**Proof.** Let $\beta \in Q(\mathcal{R})$. We define a function $\tau_\beta : \mathcal{P}(\mathcal{R}) \to \{0, 1\}$ by

$$\tau_\beta(P) := \begin{cases} 1 & \text{if } P \in \beta \\ 0 & \text{if } P \notin \beta \end{cases}.$$
(Note that because \( \mathcal{P}(\mathcal{R}) \) is distributive, \( P \notin \beta \) is equivalent to \( I - P \in \beta \).)

Note further that \( \tau_\beta \) is multiplicative on \( \mathcal{P}(\mathcal{R}) \):

\[
\forall P, Q \in \mathcal{P}(\mathcal{R}) : \quad \tau_\beta(PQ) = \tau_\beta(P)\tau_\beta(Q).
\]

It follows now directly from elementary properties of quasipoints in distributive lattice that

\[
\tau_\beta \left( \sum_{k=1}^{n} P_k \right) = \sum_{k=1}^{n} \tau_\beta(P_k)
\]

for all pairwise orthogonal \( P_1, \ldots, P_n \in \mathcal{P}(\mathcal{R}) \); that is, \( \tau_\beta \) is a probability measure on \( \mathcal{P}(\mathcal{R}) \). By the generalization of Gleason’s theorem (from Christensen, Yeadon et al. [18]), \( \tau_\beta \) extends to a unique state of \( \mathcal{R} \). We denote this state again by \( \tau_\beta \).

It is easy to prove that this state is multiplicative: by the spectral theorem, the algebra \( \text{lin}_C \mathcal{P}(\mathcal{R}) \) of all finite linear combinations of projections from \( \mathcal{R} \) is dense in \( \mathcal{R} \), and a direct calculation shows that \( \tau_\beta \) is multiplicative on \( \text{lin}_C \mathcal{P}(\mathcal{R}) \).

Conversely, let \( \tau \) be a character of \( \mathcal{R} \). Then, it is easy to see that

\[
\beta_\tau := \{ P \in \mathcal{P}(\mathcal{R}) \mid \tau(P) = 1 \}
\]

is a quasipoint in \( \mathcal{R} \) and that

\[
\tau_{\beta_\tau} = \tau, \quad \beta_{\tau_\beta} = \beta
\]

holds. Therefore, the mapping \( \tau \mapsto \beta_\tau \) is a bijection of the Gelfand spectrum \( \Omega(\mathcal{R}) \) of \( \mathcal{R} \) onto the Stone spectrum \( \mathcal{Q}(\mathcal{R}) \) of \( \mathcal{R} \). To prove that this mapping is a homeomorphism, we have only to show that it is continuous because \( \Omega(\mathcal{R}) \) and \( \mathcal{Q}(\mathcal{R}) \) are compact Hausdorff spaces.

Let \( \tau_0 \in \Omega(\mathcal{R}) \), \( 0 < \varepsilon < 1 \), and let \( P \in \mathcal{P}(\mathcal{R}) \) such that \( \tau_0(P) = 1 \). Then,

\[
N_w(\tau_0) := \{ \tau \in \Omega(\mathcal{R}) \mid |\tau(P) - \tau_0(P)| < \varepsilon \}
\]

is an open neighborhood of \( \tau_0 \), and from \( \varepsilon < 1 \), we conclude

\[
\tau \in N_w(\tau_0) \iff \tau(P) = \tau_0(P) \iff P \in \beta_\tau \iff \beta_\tau \in \mathcal{Q}_P(\mathcal{R}).
\]

This means that \( N_w(\tau_0) \) is mapped bijectively onto the open neighborhood \( \mathcal{Q}_P(\mathcal{R}) \) of \( \beta_{\tau_0} \). The \( \mathcal{Q}_P(\mathcal{R}) \) with \( P \in \beta_{\tau_0} \) form a neighborhood base of \( \beta_{\tau_0} \) in the Stone topology of \( \mathcal{Q}(\mathcal{R}) \). Hence, \( \tau \mapsto \beta_\tau \) is continuous.

In general, it seems a hard problem to determine the Stone spectrum of a von Neumann algebra, acting on an infinite-dimensional Hilbert space \( \mathcal{H} \), explicitly. Even for \( \mathcal{L}(\mathcal{H}) \), only the following simple result is known:

**Proposition 5.2.1** [5]. If \( \mathcal{B} \) is a quasipoint of the projection-lattice \( \mathcal{P}(\mathcal{L}(\mathcal{H})) \), then either

1. \( \mathcal{B} \) contains a projection of finite rank and, in this case, it is of the form \( \mathcal{B} = \mathcal{B}_{\mathbb{C}^k} := \{ P \in \mathcal{P}(\mathcal{L}(\mathcal{H})) \mid P_{\mathbb{C}^k} \leq P \} \); or
2. \( \mathcal{B} \) contains all projections of finite corank.
Moreover, if $\mathcal{H}$ is infinite-dimensional, $\mathcal{Q}(\mathcal{H})$ is not locally compact.

But even if $\mathcal{Q}(\mathcal{H})$ were known much better, this would not help much for general von Neumann subalgebras $\mathcal{R}$ of $\mathcal{L}(\mathcal{H})$ because the mapping

$$\zeta : \mathcal{Q}(\mathcal{H}) \to \mathcal{D}(\mathcal{R})$$

$$\mathcal{B} \mapsto \mathcal{B} \cap \mathcal{R}$$

does not map into $\mathcal{Q}(\mathcal{R})$! This follows from the following proposition.

**Proposition 5.2.2** [8]. Let $\mathcal{R}$ be a von Neumann algebra with center $\mathcal{C}$ and let $\mathcal{A}$ be a von Neumann subalgebra of $\mathcal{C}$. Then, the mapping

$$\zeta_{\mathcal{A}} : \mathcal{B} \mapsto \mathcal{B} \cap \mathcal{A}$$

is an open continuous—and, therefore, identifying—mapping from $\mathcal{Q}(\mathcal{R})$ onto $\mathcal{Q}(\mathcal{A})$. Moreover,

$$\zeta_{\mathcal{A}}(\mathcal{B}) = \{ s_{\mathcal{A}}(P) \mid P \in \mathcal{B} \}$$

for all $\mathcal{B} \in \mathcal{Q}(\mathcal{R})$, where

$$s_{\mathcal{A}}(P) := \bigwedge \{ Q \in \mathcal{P}(\mathcal{A}) \mid P \leq Q \}$$

is the $\mathcal{A}$-support of $P \in \mathcal{P}(\mathcal{R})$.

Conversely, if $\mathcal{M}$ is a von Neumann subalgebra of $\mathcal{R}$ such that $\mathcal{B} \cap \mathcal{M} \in \mathcal{Q}(\mathcal{M})$ for all $\mathcal{B} \in \mathcal{Q}(\mathcal{R})$, then $\mathcal{M}$ is contained in the center of $\mathcal{R}$.

Nevertheless, we have a complete description of the Stone spectrum of finite von Neumann algebras of type I. We just state the main result:

**Theorem 5.2.2** [8]. Let $\mathcal{R}$ be a von Neumann algebra of type I$_{n}$ ($n \in \mathbb{N}$) with center $\mathcal{C}$. Then, the Stone spectrum $\mathcal{Q}(\mathcal{R})$ of $\mathcal{R}$ is a locally compact space, the projection mapping $\zeta_{\mathcal{C}} : \mathcal{Q}(\mathcal{R}) \to \mathcal{Q}(\mathcal{C})$ is a local homeomorphism and, therefore, has discrete fibers. The unitary group $\mathcal{U}(\mathcal{R})$ of $\mathcal{R}$ acts transitively on each fiber of $\zeta_{\mathcal{C}}$. Therefore, each fiber $\zeta_{\mathcal{C}}^{-1}(\beta)$ can be represented as a homogeneous space $\mathcal{U}(\mathcal{R})/\mathcal{U}(\mathcal{R})_{\mathcal{B}}$, where the isotropy group $\mathcal{U}(\mathcal{R})_{\mathcal{B}}$ of $\mathcal{B} \in \zeta_{\mathcal{C}}(\beta)$ is given by

$$\mathcal{U}(\mathcal{R})_{\mathcal{B}} = \{ T \in \mathcal{U}(\mathcal{R}) \mid [T]_{\beta}[E]_{\beta} = [E]_{\beta}[T]_{\beta} \text{ for all abelian } E \in \mathcal{B} \}.$$  

Here, $[A]_{\beta}$ denotes the equivalence class of $A \in \mathcal{R}$ modulo the equivalence relation $\sim_{\beta}$ over $\beta \in \mathcal{Q}(\mathcal{C})$, defined by

$$\forall A, B \in \mathcal{R} : A \sim_{\beta} B : \iff \exists \ p \in \beta : pA = pB.$$  

### 5.3 Observable Functions

If $A$ is a bounded self-adjoint operator acting on a Hilbert space $\mathcal{H}$, then $A$ has a *spectral decomposition*

$$A = \int_{-\infty}^{\infty} \lambda dE_{\lambda},$$
where \((E_\lambda)_{\lambda \in \mathbb{R}}\) is the \textit{spectral family} of \(A\). It is a family in the projection lattice \(\mathcal{P}(\mathcal{L}(\mathcal{H}))\) of \(\mathcal{H}\) with the following properties:

1. \(E_\lambda \leq E_\mu\) if \(\lambda \leq \mu\).
2. \(E_\lambda = \bigwedge_{\mu > \lambda} E_\mu\) for all \(\lambda \in \mathbb{R}\).
3. There are \(a, b \in \mathbb{R}\) such that \(E_\lambda = 0\) for \(\lambda < a\) and \(E_\lambda = I\) for \(\lambda \geq b\).

The integral is meant in the sense of norm-converging Riemann–Stieltjes sums. The spectral family \(E\) is uniquely determined by \(A\) and, if \(\mathcal{R}\) is a von Neumann algebra acting on \(\mathcal{H}\), then \(A\) belongs to \(\mathcal{R}\) if and only if all the \(E_\lambda\) do. If \(A\) is not bounded, condition (3) must be replaced by the more general

4. \(\bigwedge_{\lambda \in \mathbb{R}} E_\lambda = 0\) and \(\bigvee_{\lambda \in \mathbb{R}} E_\lambda = I\).

Of course, one can define spectral families in a complete lattice in quite the same manner:

\textbf{Definition 5.3.1.} Let \(\mathbb{L}\) be a lattice. A family \(E = (E_\lambda)_{\lambda \in \mathbb{R}}\) in \(\mathbb{L}\) is called a \textit{spectral family} if it satisfies the following three properties:

1. \(E_\lambda \leq E_\mu\) for \(\lambda \leq \mu\).
2. \(E_\lambda = \bigwedge_{\mu > \lambda} E_\mu\) for all \(\lambda \in \mathbb{R}\).
3. \(\bigwedge_{\lambda \in \mathbb{R}} E_\lambda = 0\) and \(\bigvee_{\lambda \in \mathbb{R}} E_\lambda = I\).

\(E\) is called bounded if there are \(a, b \in \mathbb{R}\) such that \(E_\lambda = 0\) for \(\lambda < a\) and \(E_\lambda = 1\) for \(\lambda \geq b\).

We restrict in the following our discussion to \textit{bounded} spectral families in \(\mathbb{L}\). There are interesting and important examples outside the range of functional analysis:

\textbf{Example 5.3.1.} The set of all open subsets of a topological space \(M\) is a complete lattice \(\mathcal{T}(M)\), where

\[
\bigvee_{k \in \mathbb{K}} U_k = \bigcup_{k \in \mathbb{K}} U_k, \quad \bigwedge_{k \in \mathbb{K}} U_k = \text{int}(\bigcap_{k \in \mathbb{K}} U_k), \quad 0 = \emptyset, \quad 1 = M
\]

for all families \((U_k)_{k \in \mathbb{K}}\) in \(M\). Let \(f : M \to \mathbb{R}\) be a bounded continuous function on a Hausdorff space \(M\). Then,

\[
\forall \lambda \in \mathbb{R} : E_\lambda := \text{int}(f^{-1}([\lambda, +\infty)))
\]

defines a spectral family \(E : \mathbb{R} \to \mathcal{T}(M)\). The natural guess for defining a spectral family corresponding to \(f\) would be

\[
\lambda \mapsto f^{-1}([\lambda, +\infty]).
\]

In general, this is only a \textit{prespectral family}: it satisfies all properties of a spectral family, except continuity from the right. This is cured by \textit{spectralization}—that

---

3 If \(\mathbb{L}\) is an arbitrary lattice, then the existence of the suprema and infima in the following definition should be regarded as a part of the requirements. But note that for the existence of these suprema and infima, we need only that \(\mathbb{L}\) is \(\sigma\)-complete because a spectral family is increasing and the rational numbers are dense in \(\mathbb{R}\).
is, by the switch to
\[ \lambda \mapsto \bigwedge_{\mu > \lambda} f^{-1}([-\infty, \mu]), \]
But
\[ \bigwedge_{\mu > \lambda} f^{-1}([-\infty, \mu]) = \text{int} \left( \bigcap_{\mu > \lambda} f^{-1}([-\infty, \mu]) \right) = \text{int}(f^{-1}([-\infty, \lambda])), \]
which shows that our original definition is the natural one.
We show in Section 5.4 that
\[ \forall x \in M : f(x) = \inf \{ \lambda \mid x \in E_\lambda \}, \]
so one can recover the function \( f \) from its spectral family \( E \).

The following definition is fundamental:
\textbf{Definition 5.3.2.} Let \( E = (E_\lambda)_{\lambda \in \mathbb{R}} \) be a bounded spectral family in a complete lattice \( L \). Then,
\[ f_E : \mathcal{D}(L) \to \mathbb{R} \]
\[ J \mapsto \inf \{ \lambda \in \mathbb{R} \mid E_\lambda \in J \} \]
is called the \textit{observable function} of \( E \).

We are mainly interested in the restriction of \( f_E \) to the Stone spectrum \( Q(L) \) of \( L \).

\textbf{Proposition 5.3.1.} The mapping \( E \mapsto f_E \) from the set \( \mathcal{E}_b(L) \) of all bounded spectral families in the \( \sigma \)-complete lattice \( L \) to the set of functions \( Q(L) \to \mathbb{R} \) is injective.

\textbf{Proof.} Let \( E, F \) be bounded spectral families in \( L \) such that \( f_E = f_F \). Assume that there is some \( \lambda \in \mathbb{R} \) such that \( E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp \neq 0 \). If \( \mathcal{B} \) is any quasipoint in \( L \) that contains \( E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp \), then also \( E_\lambda \in \mathcal{B} \) and, therefore, \( f_E(\mathcal{B}) \leq \lambda \).

But \( f_E(\mathcal{B}) < \lambda \) would imply \( f_F(\mathcal{B}) < \lambda \); hence, \( F_\lambda \in \mathcal{B} \), a contradiction. Thus, \( f_F(\mathcal{B}) = f_E(\mathcal{B}) = \lambda \) for all \( \mathcal{B} \in Q_{E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp}(L) \), so
\[ \forall \mu > \lambda : F_\mu \in \bigcap Q_{E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp}(L). \]

But \( \bigcap Q_{E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp}(L) = H_{E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp} \), the principal dual ideal generated by \( E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp \), so \( F_\mu \geq E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp \) for all \( \mu > \lambda \). Hence, also \( F_\lambda \geq E_\lambda \cap (E_\lambda \cap F_\lambda)^\perp \), a contradiction again. This shows \( E_\lambda = E_\lambda \cap F_\lambda \); that is, \( E_\lambda \leq F_\lambda \) for all \( \lambda \in \mathbb{R} \). Because the argument is symmetric in \( E \) and \( F \), we have \( E = F \). \( \blacksquare \)

Moreover, it is surprisingly easy to see that the function associated to a bounded spectral family in a \( \sigma \)-complete orthomodular lattice is continuous:

\textbf{Proposition 5.3.2.} Let \( E \) be a bounded spectral family in a \( \sigma \)-complete orthomodular lattice \( L \). Then, the function \( f_E : Q(L) \to \mathbb{R} \) associated to \( E \) is continuous.
PROOF. If \( f_E(\mathcal{B}_0) = \lambda \) and \( \varepsilon > 0 \), take \( \mathcal{B} \in \mathcal{Q}_{E,\lambda+\varepsilon}(\mathbb{L}) \setminus \mathcal{Q}_{E,\lambda-\varepsilon}(\mathbb{L}) \). Then,
\[
\lambda - \varepsilon \leq f_E(\mathcal{B}) \leq \lambda + \varepsilon,
\]
and because \( \mathcal{Q}_{E,\lambda+\varepsilon}(\mathbb{L}) \setminus \mathcal{Q}_{E,\lambda-\varepsilon}(\mathbb{L}) \) is an open neighborhood of \( \mathcal{B}_0 \), we see that \( f_E \) is continuous. ■

It is easy to see that this proof is also valid for the lattice \( \mathcal{T}(M) \) of all open subsets of a Hausdorff space \( M \).

Note that in contrast to the foregoing result, the function \( f_E: D(\mathbb{L}) \to \mathbb{R} \) is only upper semicontinuous. We give a simple example:

**Example 5.3.2.** Let \( \mathcal{R} \) be a von Neumann algebra. The observable function \( f_{I-P}: D(\mathbb{R}) \to \mathbb{R} \) for a projection \( P \in \mathcal{R} \) is given by
\[
f_{I-P} = 1 - \chi_{D(P)}.
\]

\( f_{I-P} \) is continuous if and only if \( D(P) \) is open (which is true by definition) and closed. Now
\[
J \in \overline{D(P)} \iff \forall Q \in J : D_Q(\mathbb{R}) \cap D_P(\mathbb{R}) \neq \emptyset
\]
\[
\iff \forall Q \in J : D_P \wedge Q(\mathbb{R}) \neq \emptyset
\]
\[
\iff \forall Q \in J : P \wedge Q \neq 0
\]
and, therefore, \( \overline{D(P)} = D(P) \) if and only if
\[
\forall J \in \overline{D(P)} : ((\forall Q \in J : P \wedge Q \neq 0) \implies P \in J).
\]

This leads to the following example. Let \( P, P_1 \in \mathcal{P}(\mathbb{R}) \) such that \( 0 \neq P < P_1 \).
Then, \( Q \wedge P = P \) for all \( Q \in H_{P_1} \) but \( P \notin H_{P_1} \). Hence, \( H_{P_1} \in \overline{D(P)} \setminus D(P) \).

We now show that observable functions are a generalization of the Gelfand transforms of self-adjoint elements of an abelian von Neumann algebra. It is easy to see that the observable function of \( A = \sum_{k=1}^{n} a_k P_k \), where \( a_1, \ldots, a_n \in \mathbb{R} \) and \( P_1, \ldots, P_n \in \mathcal{P}(\mathbb{R}) \) are pairwise orthogonal, is given by
\[
f_A = \sum_{k=1}^{n} a_k \chi_{Q_{P_k}(\mathbb{R})}.
\]
This is also the Gelfand transform \( \hat{A} \) of \( A \), according to the fact that the Gelfand spectrum of \( \mathcal{R} \) is homeomorphic to the Stone spectrum of \( \mathcal{R} \) and a quasipoint of \( \mathcal{R} \) is contained in at most one of the sets \( Q_{P_k}(\mathbb{R}) \) \((k \leq n)\). Now, let \( A \) be an arbitrary self-adjoint element of \( \mathcal{R} \), let \( m := \min \text{sp}(A) \), \( M := \max \text{sp}(A) \), and, given \( \varepsilon > 0 \), we choose \( \lambda_1, \ldots, \lambda_n \in \mathbb{R} \) such that \( 0 < \lambda_{k+1} - \lambda_k < \varepsilon, \lambda_n > M, \lambda_1 < m \). Moreover, let
\[
A_\varepsilon := \sum_{k=1}^{n-1} \lambda_k (E_{\lambda_{k+1}} - E_{\lambda_k}).
\]
Then, for any \( \beta \in Q(\mathcal{R}) \),
\[
\exists k \in \{1, \ldots, k - 1\} : \beta \in Q_{E_{\lambda_{k+1}}}(\mathcal{R}) \setminus Q_{E_{\lambda_k}}(\mathcal{R});
\]
hence,

$$| f_A - f_{A_\varepsilon} |_{\infty} \leq \varepsilon.$$  

Similarly,

$$| \hat{A} - \hat{A_\varepsilon} |_{\infty} \leq \varepsilon.$$  

Therefore,

$$| f_A - \hat{A} |_{\infty} \leq | f_A - f_{A_\varepsilon} |_{\infty} + | \hat{A_\varepsilon} - \hat{A} |_{\infty} \leq 2\varepsilon$$

for all $\varepsilon > 0$, so

$$f_A = \hat{A}.$$  

Thus, we have proved:

**Theorem 5.3.1.** If $\mathcal{R}$ is an abelian von Neumann algebra, and if the Gelfand spectrum of $\mathcal{R}$ is identified with the Stone spectrum of $\mathcal{R}$ via the homeomorphism $\tau \mapsto \beta_\tau$, then for all $A \in \mathcal{R}_{sa}$, the space of self-adjoint elements of $\mathcal{R}$, the observable function of $A$ is the Gelfand transform of $A$.

In Section 5.5, we give a topological characterization of observable functions among the continuous functions on the Stone spectrum of the complete orthomodular lattice $\mathbb{L}$. Here, we will give a lattice-theoretical characterization of observable functions among all real-valued functions on $\mathcal{D}(\mathbb{L})$. As an important consequence, we show that observable functions can be described by functions on $\mathbb{L} \setminus \{0\}$.

We define the spectrum of a spectral family in a lattice by generalizing a characteristic property of the spectrum of a self-adjoint operator:

**Definition 5.3.3.** Let $E$ be a bounded spectral family in a complete orthomodular lattice $\mathbb{L}$. The set $re(E)$ of all $\lambda \in \mathbb{R}$ such that $E$ is constant on a neighborhood of $\lambda$ is called the resolvent set of $E$. Its complement $sp(E) := \mathbb{R} \setminus re(E)$ is called the spectrum of $E$.

Clearly, $sp(E)$ is a compact subset of $\mathbb{R}$.

**Proposition 5.3.3 [6].** Let $f_E : \mathcal{Q}(\mathbb{L}) \to \mathbb{R}$ be the observable function of a bounded spectral family in $\mathbb{L}$. Then,

$$f_E(\mathcal{Q}(\mathbb{L})) = sp(E).$$

There are two fundamental properties of the function $f_E : \mathcal{D}(\mathbb{L}) \to \mathbb{R}$. The first one is expressed in the following.

**Proposition 5.3.4.** Let $(\mathcal{J}_j)_{j \in J}$ be a family in $\mathcal{D}(\mathbb{L})$. Then,

$$f_E(\bigcap_{j \in J} \mathcal{J}_j) = \sup_{j \in J} f_E(\mathcal{J}_j).$$

The other follows.

**Proposition 5.3.5.** $f_E : \mathcal{D}(\mathbb{L}) \to \mathbb{R}$ is upper semicontinuous; that is,

$$\forall \mathcal{J}_0 \in \mathcal{D}(\mathbb{L}) \forall \varepsilon > 0 \exists a \in \mathcal{J}_0 \forall \mathcal{J} \in \mathcal{D}_a(\mathbb{L}) : f_E(\mathcal{J}) < f_E(\mathcal{J}_0) + \varepsilon.$$
The proofs are simple and can be found in [6]. These two properties are fundamental for the abstract characterization of observable functions. Note that the property that \( f_E \) is decreasing and upper semicontinuous is equivalent to the property

\[
\forall \mathcal{J} \in \mathcal{D}(\mathbb{I}) : f_E(\mathcal{J}) = \inf \{ f_E(H_a) | a \in \mathcal{J} \}.
\]

**Definition 5.3.4.** A function \( f : \mathcal{D}(\mathbb{I}) \to \mathbb{R} \) is called an abstract observable function if it is upper semicontinuous and satisfies the intersection condition

\[
f(\bigcap_{j \in J} \mathcal{J}_j) = \sup_{j \in J} f(\mathcal{J}_j)
\]

for all families \((\mathcal{J}_j)_{j \in J}\) in \(\mathcal{D}(\mathbb{I})\).

A direct consequence of the intersection condition is the following:

**Remark 5.3.1.** Let \( \lambda \in \text{im} f \). Then, the inverse image \( f^{-1}(\lambda) \subseteq \mathcal{D}(\mathbb{I}) \) has a minimal element \( \mathcal{J}_\lambda \), which is simply given by

\[
\mathcal{J}_\lambda = \bigcap \{ \mathcal{J} \in \mathcal{D}(\mathbb{I}) | f(\mathcal{J}) = \lambda \}.
\]

Moreover,

\[
E_\lambda = \inf \mathcal{J}_\lambda.
\]

**Theorem 5.3.2 [6].** Let \( \mathbb{I} \) be a complete orthomodular lattice and \( f : \mathcal{D}(\mathbb{I}) \to \mathbb{R} \) an abstract observable function. Then, there is a unique spectral family \( E \) in \( \mathbb{I} \) such that \( f = f_E \).

The proof proceeds in three steps. In the first step, we construct from the abstract observable function \( f \) an increasing family \((E_\lambda)_{\lambda \in \text{im} f}\) in \( \mathcal{P}(\mathbb{R}) \) and show in a second step that this family can be extended to a spectral family in \( \mathcal{R} \). Finally, in the third step, we show that the self-adjoint operator \( A \in \mathcal{R} \) corresponding to that spectral family has observable function \( f_A = f \) and that \( A \) is uniquely determined by \( f \). We present here only the first two steps and omit the third because it is rather technical.

**Step 1.** Let \( \lambda \in \text{im} f \) and let \( \mathcal{J}_\lambda \in \mathcal{D}(\mathcal{R}) \) be the smallest dual ideal such that \( f(\mathcal{J}_\lambda) = \lambda \).

In view of Remark 5.3.1, we are forced to define

\[
E_\lambda := \inf \mathcal{J}_\lambda.
\]

**Lemma 5.3.1.** The family \((E_\lambda)_{\lambda \in \text{im} f}\) is increasing.

**Proof.** Let \( \lambda, \mu \in \text{im} f, \lambda < \mu \). Then,

\[
\begin{align*}
f(\mathcal{J}_\mu) &= \mu \\
&= \max(\lambda, \mu) \\
&= \max(f(\mathcal{J}_\lambda), f(\mathcal{J}_\mu)) \\
&= f(\mathcal{J}_\lambda \cap \mathcal{J}_\mu).
\end{align*}
\]
Hence, by the minimality of $J_\mu$,  

$$J_\mu \subseteq J_\lambda \cap J_\mu \subseteq J_\lambda$$

and therefore $E_\lambda \leq E_\mu$. 

**Lemma 5.3.2.** $f$ is monotonely continuous—that is, if $(J_j)_{j \in J}$ is an increasing net in $D(\mathbb{L})$, then  

$$f(\bigcup_{j \in J} J_j) = \lim_j f(J_j).$$

**Proof.** Obviously, $J := \bigcup_{j \in J} J_j \in D(\mathbb{L})$. As $f$ is decreasing, $f(J) \leq f(J_j)$ for all $j \in J$ and $(f(J_j))_{j \in J}$ is a decreasing net of real numbers. Hence,  

$$f(J) \leq \lim_j f(J_j).$$

Let $\varepsilon > 0$. Because $f$ is upper semicontinuous, there is an $a \in J$ such that $f(I) < f(J) + \varepsilon$ for all $I \in D_a(\mathbb{L})$. Now, $a \in J_k$ for some $k \in J$ and therefore  

$$\lim_j f(J_j) \leq f(J_k) < f(J) + \varepsilon,$$

which shows that also $\lim_j f(J_j) \leq f(J)$ holds. 

**Corollary 5.3.1.** The image of an abstract observable function is compact. 

**Proof.** Because $\{I\} \subseteq J$ for all $J \in D(\mathcal{R})$, we have $f \leq f(\{I\})$ on $D(\mathbb{L})$. If $\lambda, \mu \in \text{im} f$ and $\lambda < \mu$, then $J_\mu \subseteq J_\lambda$; hence, $\bigcup_{\lambda \in \text{im} f} J_\lambda$ is a dual ideal and therefore contained in a maximal dual ideal $\mathcal{B} \in D(\mathbb{L})$. This shows $f(\mathcal{B}) \leq f$ on $D(\mathbb{L})$ and, consequently, $\text{im} f$ is bounded. Let $\lambda \in \overline{\text{im} f}$. Then, there is an increasing sequence $(\mu_n)_{n \in \mathbb{N}}$ in $\text{im} f$ converging to $\lambda$, or there is a decreasing sequence $(\mu_n)_{n \in \mathbb{N}}$ in $\text{im} f$ converging to $\lambda$. In the first case, we have $J_{\mu_{n+1}} \subseteq J_{\mu_n}$ for all $n \in \mathbb{N}$ and therefore for $J := \bigcap_n J_{\mu_n} \in D(\mathbb{L})$  

$$f(J) = \sup_n f(J_{\mu_n}) = \sup_n \mu_n = \lambda.$$  

In the second case, we have $J_{\mu_n} \subseteq J_{\mu_{n+1}}$ for all $n \in \mathbb{N}$ and therefore $J := \bigcup_n J_{\mu_n} \in D(\mathbb{L})$. Hence,  

$$f(J) = \lim_n f(J_{\mu_n}) = \lim_n \mu_n = \lambda.$$  

Therefore, $\lambda \in \text{im} f$ in both cases; that is, $\text{im} f$ is also closed. 

**Step 2.** We now extend $(E_\lambda)_{\lambda \in \text{im} f}$ to a spectral family $E^f := (E_\lambda)_{\lambda \in \mathbb{R}}$. In defining $E^f$, we have in mind, of course, that the spectrum of $E^f$ should coincide with $\text{im} f$. This forces us to define $E_\lambda$ for $\lambda \notin \text{im} f$ in the following way. For $\lambda \notin \text{im} f$, let  

$$S_\lambda := \{\mu \in \text{im} f | \mu < \lambda\}.$$  

Then, we define  

$$E_\lambda := \begin{cases} 0 & \text{if } S_\lambda = \emptyset \\ E_{\sup S_\lambda} & \text{otherwise.} \end{cases}$$
Note that $f(\{I\}) = \text{max imf}$ and that $\mathcal{J}_{f(\{I\})} = \{I\}$.

**Proposition 5.3.6.** $E^f$ is a spectral family.

**Proof.** The only remaining point to prove is that $E^f$ is continuous from the right; that is, that $E^f_\lambda = \bigwedge_{\mu > \lambda} E^f_\mu$ for all $\lambda \in \mathbb{R}$. This is obvious if $\lambda \notin \text{imf}$ or if there is some $\delta > 0$ such that $\lambda, \lambda + \delta \cap \text{imf} = \emptyset$. Therefore, we are left with the case that there is a strictly decreasing sequence $(\mu_n)_{n \in \mathbb{N}}$ in $\text{imf}$ converging to $\lambda$. For all $n \in \mathbb{N}$, we have $f(\mathcal{J}_{\mu_n}) > f(\mathcal{J}_\lambda)$ and therefore $\mathcal{J}_{\mu_n} \subseteq \mathcal{J}_\lambda$. Hence, $\bigcup_n \mathcal{J}_{\mu_n} \subseteq \mathcal{J}_\lambda$ and

$$f\left(\bigcup_n \mathcal{J}_{\mu_n}\right) = \lim_{n \to \infty} f(\mathcal{J}_{\mu_n}) = \lambda$$

implies $\bigcup_n \mathcal{J}_{\mu_n} = \mathcal{J}_\lambda$ by the minimality of $\mathcal{J}_\lambda$. If $a \in \mathcal{J}_\lambda$, then $a \in \mathcal{J}_{\mu_n}$ for some $n$ and therefore $E^f_{\mu_n} \leq a$. This shows $\bigwedge_{\mu > \lambda} E^f_\mu \leq a$. Because $a \in \mathcal{J}_\lambda$ is arbitrary, we can conclude that $\bigwedge_{\mu > \lambda} E^f_\mu \leq E^f_\lambda$. The reverse inequality is obvious. $\blacksquare$

The theorem confirms that there is no difference between “abstract” and “concrete” observable functions; therefore, we will speak generally of observable functions.

Let $f : \mathcal{D}(\mathbb{L}) \to \mathbb{R}$ be an observable function. Then, $f$ is determined by its restriction to the set of principle dual ideals in $\mathbb{L}$; that is, by the function

$$r_f : \mathbb{L} \setminus \{0\} \to \mathbb{R}$$

$$a \mapsto f(H_a).$$

Because $\bigcap_{k \in K} H_{a_k} = H_{\bigvee_{k \in K} a_k}$, the function $r : \mathbb{L} \setminus \{0\} \to \mathbb{R}$ is completely increasing; that is, it is bounded and satisfies

$$r_f(\bigvee_{k \in K} a_k) = \sup_{k \in K} r_f(a_k)$$

for each family $(a_k)_{k \in K}$ in $\mathbb{L} \setminus \{0\}$.

Conversely, let $r : \mathbb{L} \setminus \{0\} \to \mathbb{R}$ be any completely increasing function. We can extend $r$ to a function $f_r : \mathcal{D}(\mathbb{L}) \to \mathbb{R}$ by defining

$$\forall \mathcal{J} \in \mathcal{D}(\mathbb{L}) : f_r(\mathcal{J}) := \inf\{r(a) \mid H_a \subseteq \mathcal{J}\}.$$ 

**Proposition 5.3.7.** The function $f_r : \mathcal{D}(\mathbb{L}) \to \mathbb{R}$ induced by the completely increasing function $r : \mathbb{L} \setminus \{0\} \to \mathbb{R}$ is an observable function.

**Proof.** In view of Theorem 5.3.2, we have to show that $f_r$ satisfies

$$f_r(\bigcap_{k \in K} \mathcal{J}_k) = \sup_{k \in K} f_r(\mathcal{J}_k)$$

for all families $(\mathcal{J}_k)_{k \in K}$ in $\mathcal{D}((\mathbb{R})$. Because $f_r$ is decreasing, we have

$$f_r(\bigcap_{k \in K} \mathcal{J}_k) \geq \sup_{k \in K} f_r(\mathcal{J}_k).$$
Let $\varepsilon > 0$ and choose $a_k \in \mathcal{J}_k$ ($k \in \mathbb{K}$) such that $r(a_k) < f_r(\mathcal{J}_k) + \varepsilon$. Now, $\bigcap_k H_{a_k} \subseteq \bigcap_k \mathcal{J}_k$, $f_r$ is decreasing, and $r$ is completely increasing; hence,

$$f_r(\bigcap_k \mathcal{J}_k) \leq f_r(\bigcap_k H_{a_k}) = r(\bigvee_k a_k) = \sup_k r(a_k) \leq \sup_k f_r(\mathcal{J}_k) + \varepsilon$$

and therefore

$$f_r(\bigcap_{k \in \mathbb{K}} \mathcal{J}_k) \leq \sup_{k \in \mathbb{K}} f_r(\mathcal{J}_k).$$

\[\blacksquare\]

### 5.4 Classical Observables

#### 5.4.1 Continuous Functions

In the previous subsection, we saw that self-adjoint elements $A$ of a von Neumann algebra $\mathcal{R}$ correspond to certain bounded continuous real valued functions $f_A$ on the Stone spectrum $\mathcal{Q}(\mathcal{R})$ of $\mathcal{P}(\mathcal{R})$.

Now, we show that continuous real valued functions on a Hausdorff space $M$ can be described by spectral families with values in the complete lattice $\mathcal{T}(M)$ of open subsets of $M$. These spectral families $E : \mathbb{R} \to \mathcal{T}(M)$ can be characterized abstractly by a certain property of the mapping $E$. Thus, also a classical observable has a “quantum mechanical” description. Similar results hold for functions on a set $M$ that are measurable with respect to a $\sigma$-algebra of subsets of $M$. Because of the limited size of this chapter, we confine ourselves to the statement of the main results.

We begin with some simple examples:

**Example 5.4.1.** The following settings define spectral families in $\mathcal{T}(\mathbb{R})$:

- $E_{id}^\lambda := ]-\infty, \lambda[,$ \hspace{1cm} (5.1)
- $E_{abs}^\lambda := ]-\infty, \lambda[,$ \hspace{1cm} (5.2)
- $E_{exp}^\lambda := ]-\exp(\lambda), \exp(\lambda)[,$ \hspace{1cm} (5.3)
- $E_{step}^\lambda := ]-\infty, \lfloor \lambda \rfloor[,$ \hspace{1cm} (5.4)

where $\lfloor \lambda \rfloor$ denotes the “floor of $\lambda \in \mathbb{R}$”:

$$\lfloor \lambda \rfloor = \max\{n \in \mathbb{Z} \mid n \leq \lambda\}.$$

The names of these spectral families sound somewhat crazy at the moment, but we justify them soon.

In close analogy to the case of spectral families in the lattice $\mathcal{L}(\mathcal{H})$, each spectral family in $\mathcal{T}(M)$ induces a function on a subset of $M$.

**Definition 5.4.1.** Let $E : \mathbb{R} \to \mathcal{T}(M)$ be a spectral family in $\mathcal{T}(M)$. Then,

$$\mathcal{D}(E) := \{x \in M \mid \exists \lambda \in \mathbb{R} : x \notin E_\lambda\}$$

is called the **admissible domain of** $E$. 
Note that
\[ \mathcal{D}(E) = M \setminus \bigcap_{\lambda \in \mathbb{R}} E_\lambda. \]

**Remark 5.4.1.** The admissible domain \( \mathcal{D}(E) \) of a spectral family \( E \) in \( \mathcal{T}(M) \) is dense in \( M \).

Conversely, it may happen that \( \mathcal{D}(E) \neq M \). The spectral family \( E^{ln} \) is a simple example:
\[ \forall \lambda \in \mathbb{R} : 0 \in E^{ln}_\lambda. \]

Every spectral family \( E \) in \( \mathcal{T}(M) \) induces a function \( f_E : \mathcal{D}(E) \to \mathbb{R} \):

**Definition 5.4.2.** Let \( E \) be a spectral family in \( \mathcal{T}(M) \) with admissible domain \( \mathcal{D}(E) \). Then, the function \( f_E : \mathcal{D}(E) \to \mathbb{R} \), defined by
\[ \forall x \in \mathcal{D}(E) : f_E(x) := \inf \{ \lambda \in \mathbb{R} | x \in E_\lambda \}, \]
is called the **function induced by** \( E \).

The functions induced by our foregoing examples are
\[
\begin{align*}
    f_{E^{id}}(x) &= x & (5.5) \\
    f_{E^{abs}}(x) &= |x| & (5.6) \\
    f_{E^{ln}}(x) &= \ln |x| \quad \text{and} \quad \mathcal{D}(E^{ln}) = \mathbb{R} \setminus \{0\} & (5.7) \\
    f_{E^{step}} &= \sum_{n \in \mathbb{Z}} n \chi_{[n,n+1]} & (5.8)
\end{align*}
\]

There is a fundamental difference between the spectral families \( E^{id}, E^{abs}, E^{ln} \) on the one side and \( E^{step} \) on the other. The function induced by \( E^{step} \) is not continuous. This fact is mirrored in the spectral families: the first three spectral families have the property
\[ \forall \lambda < \mu : \overline{E_\lambda} \subseteq E_\mu. \]

Obviously, \( E^{step} \) fails to have this property.

**Definition 5.4.3.** A spectral family \( E \) in \( \mathcal{T}(M) \) is called **regular** if
\[ \forall \lambda < \mu : \overline{E_\lambda} \subseteq E_\mu \]
holds.

Because \( \mathcal{T}(M) \) is Heyting algebra with pseudocomplement \( U^c := \text{int}(M \setminus U) \) \((= M \setminus \overline{U}) \quad (U \in \mathcal{T}(M))\), the regularity of \( E \) can be expressed by
\[ E^c_\lambda \cup E_\mu = M \quad \text{for all} \quad \lambda < \mu. \]

**Remark 5.4.2.** The admissible domain \( \mathcal{D}(E) \) of a regular spectral family \( E \) in \( \mathcal{T}(M) \) is an open (and dense) subset of \( M \).

**Remark 5.4.3.** If \( E \) in \( \mathcal{T}(M) \) is a regular spectral family, then for all \( \lambda \in \mathbb{R}, E_\lambda \) is a regular open set; that is, \( E_\lambda \) is the interior of its closure.
The importance of regular spectral families becomes manifest in the following:

**Theorem 5.4.1** [7]. Let $M$ be a Hausdorff space. Then, every continuous function $f : M \to \mathbb{R}$ induces a regular spectral family $E^f$ in $T(M)$ by

$$
\forall \lambda \in \mathbb{R} : E^f_\lambda := \text{int}(f^{-1}([\lambda, \infty])).
$$

The admissible domain $\mathcal{D}(E^f)$ equals $M$ and the function $f_{E^f} : M \to \mathbb{R}$ induced by $E^f$ is $f$. Conversely, if $E$ is a regular spectral family in $T(M)$, then the function

$$f_E : \mathcal{D}(E) \to \mathbb{R}$$

induced by $E$ is continuous and the induced spectral family $E^{f_E}$ in $T(\mathcal{D}(E))$ is the restriction of $E$ to the admissible domain $\mathcal{D}(E)$:

$$\forall \lambda \in \mathbb{R} : E^{f_E}_\lambda = E_\lambda \cap \mathcal{D}(E).$$

One may wonder why we have defined the function that is induced by a spectral family $E$ on $M$ and not on the Stone spectrum $\mathcal{Q}(T(M))$. A quasipoint $\mathcal{B} \in \mathcal{Q}(T(M))$ is called finite if $\bigcap_{U \in \mathcal{B}} \overline{U} \neq \emptyset$. If $\mathcal{B}$ is finite, then this intersection consists of a single element $x_{\mathcal{B}} \in M$, and we call $\mathcal{B}$ a quasipoint over $x_{\mathcal{B}}$. Note that for a compact space $M$, all quasipoints are finite. Moreover, one can show that for compact $M$, the mapping $\text{pt} : \mathcal{B} \mapsto x_{\mathcal{B}}$ from $\mathcal{Q}(T(M))$ onto $M$ is continuous and identifying.

**Remark 5.4.4** [7]. Let $E$ be a regular spectral family in $T(M)$ and let $x \in \mathcal{D}(E)$. Then, for all quasipoints $\mathcal{B}_x \in \mathcal{Q}(T(M))$ over $x$, we have

$$f_E(\mathcal{B}_x) = f_E(x).$$

Therefore, if $M$ is compact, it makes no difference whether we define $f_E$ in $M$ or in $\mathcal{Q}(T(M))$.

### 5.4.2 Measurable Functions

If $M$ is a nonempty set and $\mathcal{A}(M)$ is a $\sigma$-algebra of subsets of $M$, then every $\mathcal{A}(M)$-measurable function $f : M \to \mathbb{R}$ induces a spectral family $E^f$ in $\mathcal{A}(M)$ by

$$E^f_\lambda := f^{-1}([\lambda, \infty]).$$

Conversely, every spectral family $E$ in $\mathcal{A}(M)$ defines a $\mathcal{A}(M)$-measurable function $f_E : M \to \mathbb{R}$ by

$$f_E(x) := \inf\{\lambda \in \mathbb{R} \mid x \in E_\lambda\},$$

and it is easy to see that these constructions are inverse to each other:

$$E^{f_E} = E \quad \text{and} \quad f_{E^f} = f.$$

---

4 This means that the lattice operations are the ordinary set-theoretical operations.
This result suggests the following definition:

**Definition 5.4.4.** Let \( \mathcal{A} \) be an arbitrary \( \sigma \)-algebra. A spectral family in \( \mathcal{A} \) is called a generalized \( \mathcal{A} \)-measurable function.

To fill this definition with content, we use the theorem of Loomis and Sikorski [20] that an abstract \( \sigma \)-algebra \( \mathcal{A} \) is representable as a quotient \( \mathcal{A}(M)/\mathcal{I} \) of a \( \sigma \)-algebra \( \mathcal{A}(M) \) of sets and a \( \sigma \)-ideal \( \mathcal{I} \subseteq \mathcal{A}(M) \). It is easy to show [5] that the Stone spectrum of the quotient lattice \( \mathcal{A}(M)/\mathcal{I} \) is homeomorphic to the compact subspace

\[
Q^2(\mathcal{A}(M)) := \{ \mathcal{B} \in Q(\mathcal{A}(M)) \mid \mathcal{B} \cap \mathcal{I} = \emptyset \}
\]

of \( Q(\mathcal{A}(M)) \). We proved in [5] the following theorem:

**Theorem 5.4.3.** Let \( M \) be a nonempty set, \( \mathcal{A}(M) \) a \( \sigma \)-algebra of subsets of \( M \), and \( \mathcal{I} \) a \( \sigma \)-ideal in \( \mathcal{A}(M) \). Furthermore, let \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{C}) \) be the abelian algebra of all bounded \( \mathcal{A}(M) \)-measurable functions \( M \to \mathbb{C} \). \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{C}) \) is a \( C^* \)-algebra with respect to the supremum-norm and the set \( \mathcal{F}(\mathcal{I}) \) of all \( f \in \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{C}) \) that vanish outside some set \( A \in \mathcal{I} \) is a closed ideal in \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{C}) \). Then, the Gelfand spectrum of the quotient \( C^* \)-algebra \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{C})/\mathcal{F}(\mathcal{I}) \) is homeomorphic to the Stone spectrum of the \( \sigma \)-algebra \( \mathcal{A}(M)/\mathcal{I} \).

Note that \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{C})/\mathcal{F}(\mathcal{I}) \) may fail to be a von Neumann algebra [16, 5.7.21(iv)].

**Theorem 5.4.3** [7]. Let \( \mathcal{A} \) be a \( \sigma \)-algebra, represented as a quotient \( \mathcal{A}(M)/\mathcal{I} \) of a \( \sigma \)-algebra \( \mathcal{A}(M) \) of subsets of a set \( M \) modulo a \( \sigma \)-ideal \( \mathcal{I} \) in \( \mathcal{A}(M) \). Then, the Gelfand transformation of the \( C^* \)-algebra \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{C})/\mathcal{F}(\mathcal{I}) \) restricted to the self-adjoint part \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{R})/\mathcal{F}(\mathcal{I}) \), is given by

\[
\Gamma : \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{R})/\mathcal{F}(\mathcal{I}) \to C(Q(\mathcal{A}), \mathbb{R})
\]

\[
[\varphi] \mapsto f_{E^{[\varphi]}}.
\]

Moreover, if \( Q(\mathcal{A}) \) is identified with \( Q^2(\mathcal{A}(M)) \), we can write

\[
f_{E^{[\varphi]}} = f_{E^\varphi} \big|_{Q(\mathcal{A})},
\]

where \( \varphi \mapsto f_{E^\varphi} \) is the Gelfand transformation on \( \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{R}) \).

We have already mentioned that for an abstract \( \sigma \)-algebra \( \mathcal{A} \), spectral families in \( \mathcal{A} \) are the adequate substitutes for \( \mathcal{A} \)-measurable functions. If \( \mathcal{A} \) is represented as a quotient \( \mathcal{A}(M)/\mathcal{I} \) with \( \mathcal{A}(M) \) and \( \mathcal{I} \) as in the preceding, we shall show that each bounded spectral family in \( \mathcal{A} \) is the quotient modulo \( \mathcal{I} \) of a spectral family in \( \mathcal{A}(M) \). This means that every bounded spectral family in \( \mathcal{A} \) can be lifted to the spectral family of a bounded \( \mathcal{A}(M) \)-measurable function. The proof rests on the foregoing theorem.

**Corollary 5.4.1** [7]. Let \( E \) be a bounded spectral family in a \( \sigma \)-algebra \( \mathcal{A} \) and let \( \mathcal{A} = \mathcal{A}(M)/\mathcal{I} \), where \( \mathcal{A}(M) \) is a \( \sigma \)-algebra of subsets of some set \( M \) and \( \mathcal{I} \) is a \( \sigma \)-ideal in \( \mathcal{A}(M) \). Then, there is some \( \varphi \in \mathcal{F}_{\mathcal{A}(M)}(M, \mathbb{R}) \) such that

\[
\forall \lambda \in \mathbb{R} : E_\lambda = [E^\varphi_\lambda].
\]

\( \varphi \) is unique up to equivalence modulo \( \mathcal{F}_{\mathcal{A}(M)}(\mathcal{I}) \).
5.5 Topological Characterization of Observable Functions

Let $\mathbb{L}$ be an arbitrary complete orthomodular lattice. Consider the mapping

$$ Q : \mathbb{L} \rightarrow T(Q(\mathbb{L})) $$

$$ a \mapsto Q(a)(\mathbb{L}). $$

The mapping $Q$ satisfies

$$ Q(a \wedge b) = Q(a) \cap Q(b), $$

but not

$$ Q(a \vee b) = Q(a) \cup Q(b) $$

for all $a, b \in \mathbb{L}$, unless $\mathbb{L}$ is distributive. Nevertheless, it follows that the cone $C_{T(Q(\mathbb{L}))}(Q(J))$ of the image $Q(J)$ of any dual ideal $J$ in $\mathbb{L}$ is a dual ideal in $T(Q(\mathbb{L}))$.

Next, we show that $Q$ maps spectral families to spectral families.

**Lemma 5.5.1.** Let $E = (E_\lambda)_{\lambda \in \mathbb{R}}$ be a (bounded) spectral family in $\mathbb{L}$. Then, $Q(E) := (Q_{E_\lambda}(\mathbb{L}))_{\lambda \in \mathbb{R}}$ is a spectral family in $T(Q(\mathbb{L}))$.

**Proof.** The only nontrivial property is the right continuity of $Q(E)$. Let $\lambda \in \mathbb{R}$. It follows directly from $E_\lambda = \bigwedge_{\mu > \lambda} E_\mu$ that $Q_{E_\lambda}(\mathbb{L}) \subseteq \text{int} \bigcap_{\mu > \lambda} Q_{E_\mu}(\mathbb{L})$ holds. For any $B \in \text{int} \bigcap_{\mu > \lambda} Q_{E_\mu}(\mathbb{L})$, there is a nonzero $a \in \mathbb{L}$ such that $Q_a(\mathbb{L}) \subseteq \bigcap_{\mu > \lambda} Q_{E_\mu}(\mathbb{L})$. This means that $a \leq E_\mu$ for all $\mu > \lambda$; hence, $a \leq \bigwedge_{\mu > \lambda} E_\mu = E_\lambda$ and, therefore, $Q_a(\mathbb{L}) \subseteq Q_{E_\lambda}(\mathbb{L})$. □

**Proposition 5.5.1.** Let $E$ be a bounded spectral family in $\mathbb{L}$ and let $f_E, f_{Q(E)} : Q(\mathbb{L}) \rightarrow \mathbb{R}$ be the continuous functions induced by the bounded spectral families $E$ and $Q(E)$, respectively. Then,

$$ f_{Q(E)} = f_E. $$

**Proof.** Because each $Q_{E_\lambda}(\mathbb{L})$ is clopen, $Q(E)$ is regular; hence, $f_{Q(E)}$ is continuous. Now, for any quasipoint $B \in Q(\mathbb{L})$, we obtain

$$ f_E(B) = \inf \{ \lambda \in \mathbb{R} \mid E_\lambda \in B \} $$

$$ = \inf \{ \lambda \in \mathbb{R} \mid B \in Q_{E_\lambda}(\mathbb{L}) \} $$

$$ = f_{Q(E)}(B). $$

This result leads to a characterization of those continuous functions that are induced by spectral families in $\mathbb{L}$.

**Theorem 5.5.1.** A bounded continuous function $f : Q(\mathbb{L}) \rightarrow \mathbb{R}$ is induced by a bounded spectral family $E$ in $\mathbb{L}$ if and only if

$$ \forall \lambda \in \mathbb{R} \exists a_\lambda \in \mathbb{L} : \text{int} \ f^{-1}(] - \infty, \lambda[) = Q_{a_\lambda}(\mathbb{L}). $$

**Proof.** Because $f_E = f_{Q(E)}$ and $\text{int} \ f^{-1}(] - \infty, \lambda[) = Q_{E_\lambda}(\mathbb{L})$, the condition is satisfied for observable functions. Conversely, if the condition is satisfied,
the elements \( a_\lambda \in L \) are uniquely determined by \( f \) because the lattice \( L \) is orthomodular. All we have to show is that the family \((a_\lambda)_{\lambda \in \mathbb{R}}\) is a spectral family. For all \( \lambda \in \mathbb{R} \), we have

\[
Q_{a_\lambda}(L) = \text{int} \bigcap_{\mu > \lambda} Q_{a_\mu}(L),
\]

which implies \( a_\lambda \leq a_\mu \) for all \( \mu > \lambda \); hence, \( a_\lambda \leq \bigwedge_{\mu > \lambda} a_\mu \). If \( a \leq a_\mu \) for all \( \mu > \lambda \), then \( Q_a(L) \subseteq \text{int} \bigcap_{\mu > \lambda} Q_{a_\mu}(L) = Q_{a_\lambda}(L) \); hence, \( a \leq a_\lambda \). Therefore, \( a_\lambda = \bigwedge_{\mu > \lambda} a_\mu \). ■

Now, let \( \mathcal{R} \) be a von Neumann algebra. We obtain from the foregoing results that \( \mathcal{R} \) is abelian if and only if \( O(\mathcal{R}) = C_b(Q(\mathcal{R})) \):

**Corollary 5.5.1.** A von Neumann algebra \( \mathcal{R} \) is abelian if and only if \( O(\mathcal{R}) = C_b(Q(\mathcal{R})) \).

**Proof.** If \( \mathcal{R} \) is abelian, \( Q(\mathcal{R}) \) is a Stonean space; hence, the interior of any closed set is clopen. Moreover, \( P(\mathcal{R}) \) is distributive; hence, all clopen subsets of \( Q(\mathcal{R}) \) are of the form \( Q_P(\mathcal{R}) \) for some \( P \in P(\mathcal{R}) \). Conversely, if \( O(\mathcal{R}) = C_b(Q(\mathcal{R})) \), and \( W \) is a clopen subset of \( Q(\mathcal{R}) \), \( f := 1 - \chi_W \) is an observable function and \( W = f^{-1}([-\infty, 0]) \); hence, \( W = Q_P(\mathcal{R}) \) for some \( P \in P(\mathcal{R}) \). This implies that \( \mathcal{R} \) is abelian. ■

## 5.6 The Presheaf Perspective

### 5.6.1 The Spatial Presheaf of Spectral Families

Let \( \mathbb{L} \) be a complete orthomodular lattice. For \( p \in \mathbb{L} \setminus \{0\} \), we denote by \( \mathcal{E}(p) \) the set of all bounded spectral families in the ideal \( \mathcal{I} := \{a \in \mathbb{L} \mid a \leq p\} \). Boundedness of \( E \in \mathcal{E}(p) \) means here that there are \( a, b \in \mathbb{R} \) such that \( E_\lambda = 0 \) for all \( \lambda < a \) and \( E_\lambda = p \) for all \( \lambda \geq b \). For \( p, q \in \mathbb{L} \setminus \{0\} \), \( p \leq q \), we define a restriction map

\[
\varrho_p^q : \mathcal{E}(q) \to \mathcal{E}(p)
\]

\[
E \mapsto E \wedge p,
\]

where

\[
\forall \lambda \in \mathbb{R} : (E \wedge p)_\lambda := E_\lambda \wedge p.
\]

Obviously, \( \varrho_p^p = id_{\mathcal{E}(p)} \) for all \( p \in \mathbb{L} \setminus \{0\} \) and

\[
\forall p, q, r \in \mathbb{L} \setminus \{0\} : (p \leq q \leq r) \implies \varrho_p^q \circ \varrho_r^q = \varrho_r^p.
\]

Therefore:

**Definition 5.6.1.** The collection of sets \( \mathcal{E}(p) \), \( p \in \mathbb{L} \setminus \{0\} \), together with the restriction maps \( \varrho_p^q \), \( p \leq q \), forms a presheaf \( \mathcal{P}\mathcal{E}_\mathbb{L} \), which we call the spatial presheaf of spectral families in \( \mathbb{L} \).
Remark 5.6.1. It is not difficult to show that the spatial presheaf is complete\(^6\) if the lattice is distributive.

We like to motivate the term spatial in this definition. Let \( L := P(\mathcal{R}) \), where \( R \) is a von Neumann algebra acting on a Hilbert space \( \mathcal{H} \). If \( E \) is a bounded spectral family in \( P(\mathcal{R}) \) and \( P \in P_0(\mathcal{R}) \), then \( E \wedge P \) is a bounded spectral family in the von Neumann algebra \( P \mathcal{R} P \) acting on the closed subspace \( P \mathcal{H} \) of \( \mathcal{H} \). If \( A \in \mathcal{R}_{sa} \) is the self-adjoint operator corresponding to \( E \), then the self-adjoint operator \( AP \) corresponding to \( E \wedge P \) is called the spatial restriction of \( A \) to \( P \mathcal{R} P \).

Note that, in general, \( AP \neq PAP \).

Now, we want to describe the sheaf \( S \mathcal{E}_L \) associated to \( P \mathcal{E}_L \).

If \( q, r \in L \setminus \{0\} \), \( E \in \mathcal{E}(q) \), and \( F \in \mathcal{E}(r) \), we say that \( E \) is equivalent to \( F \) at the quasipoint \( B \in Q(L) \), if there is a \( p \in B \) such that \( p \leq q, r \) and \( E \wedge p = F \wedge p \).

Note that if \( E \) and \( F \) are equivalent at \( B \), then necessarily \( q, r \in B \). We denote by \( [E]_B \) the equivalence class of \( E \) at \( B \). It is the germ of \( E \) at \( B \).

Let \( J \in D(L) \), and let \( E \in \mathcal{E}(q) \), \( F \in \mathcal{E}(r) \) such that there is a \( p \in J \) with \( p \leq q, r \) and \( E \wedge p = F \wedge p \). \( p \in J \) implies

\[
\forall \lambda \in \mathbb{R} : E_\lambda \in J \iff E_\lambda \wedge p \in J
\]

and, hence,

\[
f_E(J) = f_{E \wedge p}(J)
\]

for all \( J \in D_p(L) \). Therefore, because \( E \wedge p = F \wedge p \), we get

\[
f_E = f_F \text{ on } D_p(L).
\]

Conversely, assume that \( f_E = f_F \) on \( Q_p(L) \) holds for some \( p \in L \setminus \{0\} \) with \( p \leq q, r \).

Then, for all \( \lambda \in \mathbb{R} \) with \( E_\lambda \wedge p \neq 0 \):

\[
f_E(H_{E_\lambda \wedge p}) = f_E(\bigcap_{B \in Q_{E_\lambda \wedge p}(L)} B) = \sup_{B \in Q_{E_\lambda \wedge p}(L)} f_E(B) = \sup_{B \in Q_{E_\lambda \wedge p}(L)} f_F(B) = f_F(H_{E_\lambda \wedge p}).
\]

Hence, \( E_\lambda \wedge p \leq F_\lambda \wedge p \) and, by a symmetrical argument, \( F_\lambda \wedge p \leq E_\lambda \wedge p \). Thus, we have proved the following:

**Proposition 5.6.1.** Two bounded spectral families \( E \) and \( F \) in a complete orthomodular lattice \( L \) are equivalent at \( B \in Q(L) \) if and only if there is a \( p \in B \) such that \( f_E = f_F \) on \( Q_p(L) \).

**Lemma 5.6.1.** Let \( p \in L \setminus \{0\} \). Then, \( Q_p(L) \) is homeomorphic to \( Q_p(L) \).

**Proof.** The homeomorphism is given by the mapping

\[
soc_p : Q_p(L) \to Q_p(L) \quad \mathcal{B} \mapsto \mathcal{B}_p,
\]

\(6\) Completeness of a presheaf over a complete lattice is defined in the same way as for presheaves over a topological space: just replace unions by joins and intersections by meets.
where $\mathcal{B}_p := \{a \in \mathcal{B} \mid a \leq p\}$ denotes the “socle” of $\mathcal{B}$ under $p \in \mathcal{B}$. It is easy to see that each socle of a quasipoint determines that quasipoint uniquely. ■

Using this homeomorphism, we can (and do) regard $\mathcal{Q}(\mathbb{L}_p)$ as a subset of $\mathcal{Q}(\mathbb{L}_q)$ if $p \leq q$.

For $p \in \mathbb{L} \setminus \{0\}$, let $\mathcal{O}(\mathbb{L}_p)$ be the set of observable functions of spectral families in $\mathbb{L}_p$. If $p, q \in \mathbb{L} \setminus \{0\}$, $p \leq q$, we have a natural restriction map

$$\mathcal{O}_p^q : \mathcal{O}(\mathbb{L}_q) \rightarrow \mathcal{O}(\mathbb{L}_p)$$

$$f \mapsto f \wedge p,$$

where

$$f \wedge p := f|_{\mathcal{Q}(\mathbb{L}_p)}.$$

Then, the collection of all $\mathcal{O}(\mathbb{L}_p)$, together with the restriction maps $\mathcal{O}_p^q$, forms a presheaf $\mathcal{P}\mathcal{O}_\mathbb{L}$. The associated sheaf, $\mathcal{O}_\mathbb{L}$, is isomorphic to the sheaf $\mathcal{S}\mathcal{E}_\mathbb{L}$:

**Proposition 5.6.2.** The sheaves $\mathcal{S}\mathcal{E}_\mathbb{L}$ and $\mathcal{O}_\mathbb{L}$ are isomorphic. The isomorphism is simply given by the mapping $[E]_{\mathbb{L}} \mapsto [f_E]_{\mathbb{L}}$, where $[f_E]_{\mathbb{L}}$ denotes the germ of the observable function $f_E$ at the quasipoint $\mathbb{L}$.

This result follows immediately from our foregoing discussion.

**5.6.2 The Algebraic Presheaf of Spectral Families**

Again, $\mathbb{L}$ denotes a complete orthomodular lattice with minimal element 0 and maximal element 1. Moreover, let $\mathcal{B}_\mathbb{L}$ be the set of all complete Boolean sublattices $B$ of $\mathbb{L}$ with $0, 1 \in B$. The main example that we have in mind here is the projection lattice of a von Neumann algebra $\mathcal{R}$. Switching from spectral families to self-adjoint operators means that we consider abelian von Neumann subalgebras of $\mathcal{R}$ instead of complete Boolean sublattices of $\mathbb{L}$. Another possible application is the lattice of causally closed subsets of a spacetime [2].

**5.6.2.1 Algebraic Restriction of Spectral Families**

Let $\mathcal{E}(\mathbb{M})$ be the set of all bounded spectral families in the complete orthomodular sublattice $\mathbb{M}$ of $\mathbb{L}$. (We always assume that complete sublattices contain 0 and 1.)

**Lemma 5.6.2.** Let $E, F$ be spectral families in $\mathbb{L}$ and let $f_E, f_F : \mathbb{L} \setminus \{0\} \rightarrow \mathbb{R}$ be their corresponding observable functions. Then,

$$f_E \leq f_F \iff \forall \lambda \in \mathbb{R} : F_\lambda \leq E_\lambda.$$

**Proof.** If $f_E \leq f_F$ on $\mathbb{L} \setminus \{0\}$, and if $a \in \mathbb{L} \setminus \{0\}$, then

$$\inf \{ \mu \in \mathbb{R} \mid a \leq E_\mu \} \leq \inf \{ \mu \in \mathbb{R} \mid a \leq F_\mu \}.$$  

Hence, if $F_\lambda \neq 0$, then $\inf \{ \mu \mid F_\lambda \leq F_\mu \} \leq \lambda$ and therefore

$$\lambda_0 := \inf \{ \mu \mid E_\lambda^B \leq E_\mu \} \leq \lambda.$$
But then $F_{\lambda} \leq E_{\lambda_0} \leq E_{\lambda}$. Conversely, if $F_{\lambda} \leq E_{\lambda}$ for all $\lambda \in \mathbb{R}$, then it is obvious that

$$f_E(a) = \inf \{ \mu \in \mathbb{R} \mid a \leq E_{\mu} \} \leq \{ \mu \in \mathbb{R} \mid a \leq F_{\mu} \} = f_F(a)$$

for all $a \in \mathbb{L} \setminus \{0\}$.

Note that the abstract characterization of observable functions implies that the relation $f_E \leq f_F$ is independent of the domain $\mathbb{L} \setminus \{0\}$, $\mathcal{Q}(\mathbb{L})$, or $\mathcal{D}(\mathbb{L})$ on which we consider observable functions. We define a partial order on $\mathcal{E}(\mathbb{L})$ by

**Definition 5.6.2.** The partial order on $\mathcal{E}(\mathbb{L})$, given by

$$E \leq_s F \iff f_E \leq f_F \iff \forall \lambda \in \mathbb{R} : F_{\lambda} \leq E_{\lambda},$$

is called the *spectral order* on $\mathcal{E}(\mathbb{L})$.

If $\mathbb{L}$ is the projection lattice of a von Neumann algebra $\mathcal{R}$, the spectral order has been defined directly for self-adjoint operators by Olson [19] (see also [3]) by their spectral families. This has the advantage that the definition of the lattice operations causes no problem:

**Definition 5.6.3.** A family $(E_k)_{k \in \mathbb{K}}$ in $\mathcal{E}(\mathbb{L})$ is called bounded if $\bigcup_{k \in \mathbb{K}} s p(E_k)$ is a bounded set. For a bounded family $\mathcal{E} = (E_k)_{k \in \mathbb{K}}$ in $\mathcal{E}(\mathbb{L})$, we define

$$E_\wedge := \bigwedge_{\mu > \lambda, k \in \mathbb{K}} E_{\mu}^k \quad \text{and} \quad E_\vee := \bigwedge_{k \in \mathbb{K}} E_{\lambda}^k.$$

In what follows, let $\mathbb{M}$ be a complete orthomodular sublattice of $\mathbb{L}$ containing 0 and 1.

**Proposition 5.6.3** [3, 19]. $E_\wedge := (E_\wedge_{\lambda})_{\lambda \in \mathbb{R}}$ and $E_\vee := (E_\vee_{\lambda})_{\lambda \in \mathbb{R}}$ are bounded spectral families in $\mathbb{L}$. $E_\wedge$ is the infimum of the bounded family $\mathcal{E}$ and $E_\vee$ is its supremum. Thus, $\mathcal{E}(\mathbb{L})$ is a boundedly complete lattice.

Now we come to our basic definition.

**Definition 5.6.4.** Let $E \in \mathcal{E}(\mathbb{L})$ and $f_E : \mathbb{L} \setminus \{0\} \to \mathbb{R}$ be its corresponding observable function. Then, $\varrho_M f_E := f_E |_{\mathbb{M} \setminus \{0\}}$ is an observable function on $\mathbb{M} \setminus \{0\}$. The corresponding bounded spectral family in $\mathbb{M}$ is denoted by $\varrho_M E$ and called the algebraic restriction of $E$ to $\mathbb{M}$.

This definition, although completely natural, is rather abstract. To describe the restricted spectral family explicitly, we need some more notions.

**Definition 5.6.5.** Let $a \in \mathbb{L}$. Then, $c_M(a) := \bigvee \{ b \in \mathbb{M} \mid b \leq a \}$ is called the $\mathbb{M}$-core of $a$ and $s_M(a) := \bigwedge \{ b \in \mathbb{M} \mid b \geq a \}$ is called the $\mathbb{M}$-support of $a$.

**Remark 5.6.2.** There is a simple relation between core and support of an element $a \in \mathbb{L}$:

$$c_M(a^\perp) = s_M(a)^\perp.$$
Lemma 5.6.3. Let \( E = (E_{\lambda})_{\lambda \in \mathbb{R}} \) be a spectral family in \( \mathcal{R} \) and for \( \lambda \in \mathbb{R} \), define

\[
(c_{\lambda}E)_{\lambda} := c_{\lambda}(E_{\lambda}), \quad (s_{\lambda}E)_{\lambda} := \bigwedge_{\mu > \lambda} s_{\lambda}(E_{\mu}).
\]

Then, \( c_{\lambda}E := ((c_{\lambda}E)_{\lambda})_{\lambda \in \mathbb{R}} \) and \( s_{\lambda}E := ((s_{\lambda}E)_{\lambda})_{\lambda \in \mathbb{R}} \) are spectral families in \( \mathbb{M} \).

**Proof.** If \( \lambda < \mu \), then \( c_{\lambda}(E_{\lambda}) \leq E_{\lambda} \leq E_{\mu} \) and, therefore, \( c_{\lambda}(E_{\lambda}) \leq c_{\lambda}(E_{\mu}) \).

Moreover, \( \bigwedge_{\mu > \lambda} c_{\lambda}(E_{\mu}) \leq \bigwedge_{\mu > \lambda} E_{\mu} = E_{\lambda} \); hence,

\[
\bigwedge_{\mu > \lambda} c_{\lambda}(E_{\mu}) \leq c_{\lambda}(E_{\lambda}) \leq \bigwedge_{\mu > \lambda} c_{\lambda}(E_{\mu}).
\]

The other assertions are obvious. Note, however, that \( \lambda \mapsto s_{\lambda}(E_{\lambda}) \) is not a spectral family in general! \( \blacksquare \)

Definition 5.6.6. Let \( \mathcal{J} \) be a dual ideal in \( \mathbb{M} \). Then,

\[
C_{L}(\mathcal{J}) := \{ b \in \mathbb{L} \mid \exists a \in \mathcal{J} : a \leq b \}
\]

is called the cone over \( \mathcal{J} \) in \( \mathbb{L} \). It is the smallest dual ideal in \( \mathbb{L} \) that contains \( \mathcal{J} \).

Proposition 5.6.4. If \( f : \mathbb{L} \setminus \{0\} \to \mathbb{R} \) is an observable function, then

\[
\varrho_{M}f(\mathcal{I}) = f(C_{L}(\mathcal{I}))
\]

for all dual ideals \( \mathcal{I} \) in \( \mathbb{M} \).

**Proof.** Because \( f \) is an increasing function on \( \mathbb{L} \setminus \{0\} \), the assertion follows from the abstract characterization of observable functions:

\[
f(C_{L}(\mathcal{I})) = \inf\{ f(b) \mid b \in C_{L}(\mathcal{I}) \} = \inf\{ f(a) \mid a \in \mathcal{I} \} = \varrho_{M}f(\mathcal{I}).
\]

Note that we could equally well choose this property as the definition of the restriction of \( f : \mathcal{D}(\mathbb{L}) \to \mathbb{R} \) to an observable function on \( \mathcal{D}(\mathbb{M}) \).

Corollary 5.6.1. The spectral family \( \varrho_{M}E \) is given by

\[
(\varrho_{M}E)_{\lambda} = c_{\lambda}(E_{\lambda}).
\]

**Proof.** It is enough to show that the observable functions of \( \varrho_{M}E \) and \( c_{\lambda}E \) coincide. Because \( f_{\varrho_{M}E}(\mathcal{I}) = f_{E}(C_{L}(\mathcal{I})) \) for every \( \mathcal{I} \in \mathcal{D}(\mathbb{M}) \), we obtain

\[
f_{\varrho_{M}E}(\mathcal{I}) = \inf\{ \lambda \mid E_{\lambda} \in C_{L}(\mathcal{I}) \}
\]

\[
= \inf\{ \lambda \mid \exists a \in \mathcal{I} : a \leq E_{\lambda} \}
\]

\[
= \inf\{ \lambda \mid c_{\lambda}(E_{\lambda}) \in \mathcal{I} \}.
\]

The spectral family \( s_{\lambda}E = (\bigwedge_{\mu > \lambda} s_{\lambda}(E_{\mu})_{\lambda \in \mathbb{R}} \) suggests another restriction of spectral families: \( E \mapsto s_{\lambda}E \). This type of restriction can be derived from the concept of amnonymous functions. These were introduced in [11] for self-adjoint operators \( A \in \mathcal{L}(\mathcal{H}) \), but their definition is the same for spectral families \( E \in \mathcal{E}(\mathbb{L}) \):

\[
\forall \mathcal{J} \in \mathcal{D}(\mathbb{L}) : g_{E}(\mathcal{J}) := \sup\{ \lambda \in \mathbb{R} \mid E_{\lambda}^{\perp} \in \mathcal{J} \}.
\]
There is a simple relation between antonymous functions and observable functions:

**Remark 5.6.3.**

\[ g_E = -f_{-E}, \]

where \( -E := (\bigwedge_{\mu>\lambda} E_{\mu}^\perp)_{\lambda \in \mathbb{R}} \) is the complement of \( E \in \mathcal{E}(\mathbb{L}) \).

**Proof.** Using elementary properties of sup and inf, we obtain for all dual ideals \( J \in \mathcal{D}(\mathbb{L}) \):

\[
\begin{align*}
g_E(J) &= \sup \{ \lambda \in \mathbb{R} \mid E_{\lambda}^\perp \in J \} \\
       &= \sup \{ -\lambda \in \mathbb{R} \mid E_{-\lambda}^\perp \in J \} \\
       &= -\inf \{ \lambda \in \mathbb{R} \mid \bigwedge_{\mu>\lambda} E_{-\mu}^\perp \in J \} \\
       &= -\inf \{ \lambda \in \mathbb{R} \mid \bigwedge_{\mu>\lambda} E_{-\mu}^\perp \in J \} \\
       &= -f_{-E}(J).
\end{align*}
\]

\( \square \)

If \( \mathcal{R} \) is a von Neumann algebra and if \( E \) is the spectral family of \( A \in \mathcal{R}_{sa} \), then \( -E \) is the spectral family of \( -A \). The foregoing relation between antonymous functions and observable functions then reads:

\[ g_A = -f_{-A}. \]

Therefore, we prefer to call \( g_A \), as well as \( g_E \), the **mirrored observable function** of \( A \) and \( E \), respectively.

We denote by \( \mathcal{O}(\mathbb{L}) \) the set of all observable functions on \( \mathcal{Q}(\mathbb{L}) \) (or \( \mathcal{D}(\mathbb{L}) \) or \( \mathbb{L} \setminus \{0\} \)). Then, according to Remark 5.6.3, the set of all mirrored observable functions is \( -\mathcal{O}(\mathbb{L}) \), and it follows easily from the topological characterization of observable functions that \( \mathcal{O}(\mathbb{L}) = -\mathcal{O}(\mathbb{L}) \) if and only if \( \mathbb{L} \) is a distributive lattice. In particular, also the mirrored observable functions on \( \mathcal{Q}(\mathcal{R}) \) coincide with the Gelfand transforms of self-adjoint elements of an abelian von Neumann algebra \( \mathcal{R} \). But note that for a distributive complete orthomodular lattice \( \mathbb{L} \), we have \( g_E = f_E \) (\( E \in \mathcal{E}(\mathbb{L}) \)) as functions on \( \mathcal{Q}(\mathbb{L}) \), but **not as functions on** \( \mathcal{D}(\mathbb{L}) \)!

Mirrored observable functions have an abstract characterization that is quite analogous to that of observable functions:

**Theorem 5.6.1.** A function \( g : \mathcal{D}(\mathbb{L}) \to \mathbb{R} \) is a mirrored observable function if and only if it satisfies the following two conditions:

1. \( g(J) = \sup_{a \in J} g(H_a) \) for all dual ideals \( J \) in \( \mathcal{D}(\mathbb{L}) \).
2. \( g(\bigcap_{k \in \mathbb{K}} J_k) = \inf_{k \in \mathbb{K}} g(J_k) \) for all families \( (J_k)_{k \in \mathbb{K}} \) in \( \mathcal{D}(\mathbb{L}) \).

This result follows immediately from the abstract characterization of observable functions using Remark 5.6.3. In particular, mirrored observable functions can be described by **completely decreasing** functions \( s : \mathbb{L} \setminus \{0\} \to \mathbb{R} \) — that is, by bounded functions that satisfy

\[ s(\bigvee_{k \in \mathbb{K}} a_k) = \inf_{k \in \mathbb{K}} s(a_k) \]

for all families \( (a_k)_{k \in \mathbb{K}} \) in \( \mathbb{L} \setminus \{0\} \).
We can define a restriction of bounded spectral families, \( \sigma_M : \mathcal{E}(L) \to \mathcal{E}(M) \) by restricting completely decreasing functions on \( L \setminus \{0\} \) to functions on \( M \setminus \{0\} \). It can be shown [9] that this new restriction of bounded spectral families in \( L \) coincides on the level of spectral families with their \( E \mapsto s_M E \) and that it is closely related to the restriction \( \varrho_M : \mathcal{E}(L) \to \mathcal{E}(M) \) by restricting completely decreasing functions on \( L \setminus \{0\} \) to functions on \( M \setminus \{0\} \). Finally, we emphasize that \( \varrho_M \) and \( \sigma_M \) are the best approximations of \( E \) by spectral families in \( M \) from above and from below, respectively, with respect to the spectral order:

**Proposition 5.6.5** [9]. Let \( M \) be a complete orthomodular sublattice of the orthomodular lattice \( L \). Then,
1. \( \varrho_M E = \bigwedge \{ F \in \mathcal{E}(M) \mid E \leq_{sp} F \} \) and
2. \( \sigma_M E = \bigvee \{ F \in \mathcal{E}(M) \mid E \geq_{sp} F \} \).

for all \( E \in \mathcal{E}(L) \).

We consider now the particular case of an abelian von Neumann algebra \( \mathcal{R} \) and a von Neumann subalgebra \( \mathcal{M} \) of \( \mathcal{R} \). In this case, the observable function \( f_A \) of a self-adjoint element \( A \in \mathcal{R} \) is the Gelfand transform of \( A \).

**Proposition 5.6.6.** Let \( \mathcal{R} \) be an abelian von Neumann algebra and \( \mathcal{M} \) a von Neumann subalgebra of \( \mathcal{R} \). Then, for all \( A \in \mathcal{R}_{sa} \) and for all \( \beta \in Q(A) \),

\[
\varrho_M f_A(\beta) = \sup_{y \in \xi^{-1}(\beta)} f_A(y)
\]

and

\[
\sigma_M f_A(\beta) = \inf_{y \in \xi^{-1}(\beta)} f_A(y).
\]

**Proof.** The proof rests on the fact that in a distributive lattice, any dual ideal is the intersection of the maximal dual ideals that contain it [9]:

\[
\varrho_M f_A(\beta) = f_A(C_{\mathcal{R}}(\beta))
= f_A(\bigcap \{ \gamma \in Q(\mathcal{R}) \mid \beta \subseteq \gamma \})
= \sup \{ f_A(\gamma) \mid \beta \subseteq \gamma \}.
\]

Similarly,

\[
\sigma_M f_A(\beta) = \sigma_M g_A(\beta)
= g_A(C_{\mathcal{R}}(\beta))
= g_A(\bigcap \{ \gamma \in Q(\mathcal{R}) \mid \beta \subseteq \gamma \})
= \inf \{ f_A(\gamma) \mid \beta \subseteq \gamma \},
\]

where we have used that \( f_A = g_A \) on quasipoints. \( \blacksquare \)
5.6.2.2 The Algebraic Presheaf

Now let $A(L)$ be the set of all complete Boolean subalgebras of the complete orthomodular lattice $L$. We consider $A(L)$ as a (small) category, whose morphisms are simply the inclusions. Let $D, E \in A(L)$ such that $D \subseteq F$. The restrictions $\varrho_D^E : E(D) \to E(D)$ have the properties

$$\varrho_D^D = id_{E(D)}, \quad \varrho_D^E \circ \varrho_F^D = \varrho_F^E \text{ for } D \subseteq E \subseteq F.$$ 

Therefore, the set $\{E(D) \mid E \in A(L)\}$, together with the restriction maps $\varrho_D^E : E(D) \to E(D)$ ($D \subseteq E$), forms a presheaf $O^+_L$; that is, a contravariant functor $O^+_L : A(L) \to \text{Sets}$. Similarly, we obtain the lower observable presheaf $O^-_L$, by choosing the maps $\sigma_D^E : E(E) \to E(D)$ as restrictions. The relation

$$g_E = -f_{\neg E}$$

implies

$$\sigma_D^E(E) = \neg \varrho_D^E(\neg E)$$

for all $E \in E(D)$; hence, the mapping $\neg : E \mapsto \neg E$ induces an isomorphism $\neg : O^+_L \to O^-_L$ of presheaves over $A(L)$. Therefore, it suffices to consider only one of them. Because we are concerned mainly with observable functions, it is natural to consider $O^+_L$. We call this presheaf simply the observable presheaf of $L$ and denote it by $O_L$.

An important special case is given by $L = \mathcal{P}(R)$ for a von Neumann algebra $R$. Here, the objects of the presheaf $O_{\mathcal{P}(R)}$ can be regarded as the self-adjoint elements of $R$.

5.6.3 Contextual Observables and Contextual Physical Quantities

5.6.3.1 Contextual Observables

**Definition 5.6.7.** Let $C$ be a category and $S : C \to \text{Set}$ a presheaf; that is, a contravariant functor from $C$ to the category $\text{Set}$ of sets. A global section of $S$ assigns to every object $a$ of $C$ an element $\sigma(a)$ of the set $S(a)$ such that for every morphism $\varphi : b \to a$ of $C$

$$\sigma(b) = S(\varphi)(\sigma(a))$$

holds.

Not every presheaf admits global sections. An important example is the spectral presheaf of the von Neumann algebra $R$. This is the presheaf $S : \mathcal{A}(R) \to \text{CO}$ from the category $\mathcal{A}(R)$ of abelian von Neumann subalgebras of $R$ to the category $\text{CO}$ of compact Hausdorff spaces, which is defined by

1. $S(A) := Q(A)$ for all $A \in \mathcal{A}(R)$,
2. $S(A \hookrightarrow B) := \pi^R_A$, where the mapping $\pi^R_A : Q(B) \to Q(A)$ is defined by $\beta \mapsto \beta \cap A$.

We know from Theorem 5.2.1 that there is a canonical homeomorphism $\omega_A : Q(A) \to \Omega(A)$. This homeomorphism intertwines the ordinary restriction

$$r^B_A : \Omega(B) \to \Omega(A)$$

$$\tau \mapsto \tau|_A.$$
with $r^B_A$:

$$r^B_A \circ \omega_B = \omega_A \circ r^B_A.$$

This shows, according to a reformulation of the Kochen–Specker theorem by Hamilton, Isham, and Butterfield [10, 15] that the presheaf $S : \mathfrak{A}(\mathcal{R}) \to \textbf{CO}$ admits no global sections.

In the case of the observable presheaf $\mathcal{O}_R$ of self-adjoint elements of the von Neumann algebra $\mathcal{R}$, there are plenty of global sections because each $A \in \mathcal{R}_{sa}$ induces one. Here, the natural question arises of whether all global sections of $\mathcal{O}_R$ are induced by self-adjoint elements of $\mathcal{R}$. This is certainly not true if the Hilbert space $\mathcal{H}$ has dimension two. For, in this case, the constraints that define a global section are void; therefore, any function on the complex projective line defines a global section of $\mathcal{O}_{L(H)}$. But Gleason’s (or Kochen–Specker’s) theorem teaches us that the dimension two is something peculiar. It can be shown, however, that the phenomenon—that there are global sections of $\mathcal{O}_R$ that are not induced by self-adjoint elements of $\mathcal{R}$—is not restricted to dimension two (see [9]). Döring and Isham [12, 13] used these results (already announced in [4]) for a new access, based on topos theory, to quantum physics.

**Definition 5.6.8.** If $\mathcal{R}$ is a von Neumann algebra, a global section of the observable presheaf $\mathcal{O}_R$ is called a **contextual observable**.

Of course, these considerations can be generalized to define contextual spectral families in a complete orthomodular lattice $\mathbb{L}$ as global sections of the presheaf $\mathcal{O}_L$.

The analogue of the Gelfand transformation appears here as a presheaf-isomorphism of the observable presheaf onto the Gelfand presheaf:

**Definition 5.6.9.** The **Gelfand presheaf** is a presheaf $\mathcal{G}_R$ over the category $\mathfrak{A}(\mathcal{R})$, which is defined on objects by

$$\mathcal{G}_R(A) := C(Q(A), \mathbb{R}),$$

and whose restrictions are defined by

$$\mathcal{G}_R^B(\varphi)(\beta) := \sup\{\varphi(\gamma) \mid \gamma \in Q(B), \beta \subseteq \gamma\}$$

for all $A, B \in \mathfrak{A}(\mathcal{R})$, $A \subseteq B$, and all $\varphi \in C(Q(B), \mathbb{R})$, $\beta \in Q(A)$.

To be more precise, one should speak of upper Gelfand presheaf $\mathcal{G}_R^+$ because there is an equally justified lower Gelfand presheaf $\mathcal{G}_R^-$, defined by the restrictions

$$\mathcal{G}_R^-(\varphi)(\beta) := \inf\{\varphi(\gamma) \mid \gamma \in Q(B), \beta \subseteq \gamma\}$$

for all $\varphi \in C(Q(B), \mathbb{R})$ and $\beta \in Q(A)$. But, as with the observable presheaves, $\mathcal{G}_R^-$ is isomorphic to $\mathcal{G}_R^+$, so we will consider only $\mathcal{G}_R = \mathcal{G}_R^+$. The Gelfand transformation induces an isomorphism of presheaves

$$f_* : \mathcal{O}_R \to \mathcal{G}_R,$$

which is defined at each level $A \in \mathfrak{A}(\mathcal{R})$ by the usual Gelfand transformation $A \mapsto f_A$. We call $f_*$ the **contextual Gelfand transformation for $\mathcal{R}$**.

One can complexify all this by writing an arbitrary element $A \in \mathcal{R}$ as $A = A_1 + iA_2$ with self-adjoint $A_1, A_2 \in \mathcal{R}$ and defining $f_A := f_{A_1} + f_{A_2}$ as the observable function.
of $A$. We can generalize the foregoing results to the non–self-adjoint case by applying the previous constructions to the real and imaginary parts of the operators. Of course, this method is limited to normal operators, but this requires only typing work, so we omit it.

### 5.6.3.2 The State Presheaf

As is well known, a state of a von Neumann algebra $\mathcal{R}$, acting on a Hilbert space $\mathcal{H}$, is a positive linear functional $\varphi : \mathcal{R} \to \mathbb{C}$ such that $\varphi(I) = 1$. Each state is continuous with respect to the norm-topology. It is called regular (or normal) if it is continuous with respect to the weak topology on $\mathcal{R}$. The set of states of $\mathcal{R}$, $S(\mathcal{R})$, is a convex weak$^*$-compact set.

**Definition 5.6.10.** The contravariant functor $S_\mathcal{R} : \mathfrak{A}(\mathcal{R}) \to \text{Set}$, defined on objects by

$$S_\mathcal{R}(A) := S(A)$$

and on morphisms by

$$S_\mathcal{R}(A \rightarrow B)(\varphi) := \varphi|_A \quad \text{for all } \varphi \in S(B)$$

is called the state presheaf of the von Neumann algebra $\mathcal{R}$.

In contrast to the spectral presheaf, the state presheaf has a lot of global sections: every $\varphi \in S(\mathcal{R})$ induces a global section by restrictions. Using a generalization of Gleason’s theorem:

**Theorem 5.6.2 ([18] thm. 12.1).** Let $\mathcal{R}$ be a von Neumann algebra without direct summand of type $I_2$ and let $\mu : \mathcal{P}(\mathcal{R}) \to [0, 1]$ be a finitely additive probability measure on $\mathcal{P}(\mathcal{R})$. Then, $\mu$ can be extended to a unique state of $\mathcal{R}$.

We can prove that global sections of $S_\mathcal{R}$ are induced by states of $\mathcal{R}$:

**Theorem 5.6.2 [9].** The states of a von Neumann algebra $\mathcal{R}$ without direct summand of type $I_2$ are in one-to-one correspondence to the set $\Gamma(S_\mathcal{R})$ of global sections of the state presheaf $S_\mathcal{R}$. This correspondence is given by the bijective map

$$\Gamma_\mathcal{R} : S(\mathcal{R}) \to \Gamma(S_\mathcal{R})$$

$$\varphi \mapsto (\varphi|_A)_{A \in \mathfrak{A}(\mathcal{R})}.$$ 

Clearly, the core of this theorem is the surjectivity of the mapping $\Gamma_\mathcal{R}$. We can show that this property implies that each probability measure on $\mathcal{P}(\mathcal{R})$ can be extended to a state of $\mathcal{R}$. Thus, Theorem 5.6.2 is indeed equivalent to Theorem 5.6.2.

**Proposition 5.6.7 [9].** The following properties of a von Neumann algebra $\mathcal{R}$ are equivalent:

1. Every finitely additive measure on $\mathcal{P}(\mathcal{R})$ extends to a state of $\mathcal{R}$.
2. Every global section of $S_\mathcal{R}$ is induced by a state of $\mathcal{R}$. 

5.6.3.3 Contextual Physical Quantities

Let $\mathcal{A} \in \mathfrak{A}(\mathcal{R})$ and let

$$\downarrow \mathcal{A} := \{ B \in \mathfrak{A}(\mathcal{R}) \mid B \subseteq \mathcal{A} \}$$

be the sieve defined by $\mathcal{A}$ in the poset $\mathfrak{A}(\mathcal{R})$. We define a presheaf $\mathcal{F}^{\leq}_{\mathfrak{A}(\mathcal{R})}$ on objects by

$$\mathcal{F}^{\leq}(\mathcal{A}) := \{ f : \downarrow \mathcal{A} \rightarrow \mathbb{R} \mid f \text{ is order-reversing} \}$$

and on morphisms $\mathcal{A} \hookrightarrow B$ by

$$\varrho_B^A f := f|_{\downarrow \mathcal{A}}.$$

It is evident that $\mathcal{F}^{\leq}_{\mathfrak{A}(\mathcal{R})}$ is a presheaf over $\mathfrak{A}(\mathcal{R})$.\(^7\)

If $\mathcal{A} \in \mathfrak{A}(\mathcal{R})$ and $\varphi_A$ is a state of $\mathcal{A}$, we denote by $\mu_{\varphi_A}$ as the positive Radon measure on $Q(\mathcal{A})$, corresponding to $\varphi_A$.

**Definition 5.6.11.** Let $S_\mathcal{R}$ be the state presheaf of the von Neumann algebra $\mathcal{R}$ and let $(A, A)_{A \in \mathfrak{A}(\mathcal{R})}$ be a global section of the (upper) observable presheaf $\mathcal{O}_{\mathcal{R}}^+$. Then, for all $\mathcal{A} \in \mathfrak{A}(\mathcal{R})$, the global section $A^\varnothing$ induces a natural transformation

$$A^\varnothing : S_\mathcal{R} \rightarrow \mathcal{F}^{\leq}_{\mathfrak{A}(\mathcal{R})},$$

defined by

$$A^\varnothing_A : S(\mathcal{A}) \rightarrow \mathcal{F}^{\leq}(\mathcal{A})$$

$$\varphi_A \mapsto (\int_{Q(B)} f_{A, B} d \mu_{\varphi_B})_{B \hookrightarrow A}.$$

$A^\varnothing$ is called the **contextual physical quantity** corresponding to $A^\varnothing$.

Switching to global sections $A^\sigma$, based on mirrored observable functions, we get another notion of a contextual physical quantity that is intimately connected with the foregoing one:

$$A^\sigma : S_\mathcal{R} \rightarrow \mathcal{F}^\geq_{\mathfrak{A}(\mathcal{R})},$$

where $\mathcal{F}^\geq_{\mathfrak{A}(\mathcal{R})}$ denotes the presheaf of order-preserving real-valued functions on sub-sieves of $\mathfrak{A}(\mathcal{R})$. Moreover, following Döring and Isham, we can vary the quantity-value object in the same way as in [13].

The main advantage of using the state presheaf instead of the spectral presheaf in the definition of a contextual physical quantity is that superposition of states is no more problematic. There arises another problem with the use of the spectral presheaf as the state object: If $\mathcal{A} \in \mathfrak{A}(\mathcal{R})$ and $\beta \in Q(\mathcal{A})$, then the character corresponding to $\beta$ is regular if and only if $\beta$ is an isolated point of $Q(\mathcal{A})$. But there are examples of abelian von Neumann algebras whose Stone spectrum has no isolated points.

\(^7\) This presheaf was introduced by Döring and Isham in [13] and denoted by $\mathbb{R}^\leq$. 
5.7 Concluding Remarks

We have seen that both quantum and classical observables have a dual description: either as spectral families in a certain lattice or as continuous functions on the Stone spectrum of that lattice. These two descriptions of observables are the two sides of the same coin. They are connected by the mapping $f_E : E \mapsto f_E$, which is (essentially) a canonical generalization of the Gelfand transformation. Thus, we have found two equivalent common background structures for classical and quantum observables. At first glance, there is a fundamental difference between quantum and classical observables: the lattices corresponding to classical observables are distributive, whereas the lattices corresponding to quantum observables are not. But this difference vanishes if we consider quantum observables as global sections of the observable presheaf. In that perspective for quantum observables, the nondistributive lattice $\mathcal{P}(\mathcal{R})$ is replaced by the presheaf $\mathcal{P}_{\mathcal{R}}$ of complete Boolean algebras $\mathcal{P}(A)$ $(A \in \mathfrak{A}(\mathcal{R}))$. In that case, the generalization of the Gelfand transformation appears in the form of a presheaf-isomorphism $f_E : \mathcal{O}_{\mathcal{R}} \rightarrow \mathcal{G}_{\mathcal{R}}$. The approach to observables as spectral families in an appropriate lattice seems to be the more general one because it allows consideration of spectral families in an arbitrary $\sigma$-algebra as generalized measurable functions.

There are a lot of open problems in this field of research. We mention only some of them:

1. **Stone spectra of von Neumann algebras.** The Stone spectra of finite von Neumann algebras of type I have been characterized. The characterization of Stone spectra for all other types seems to be a much more difficult problem. We know that the Stone spectrum of an abelian von Neumann algebra is compact. We conjecture that also the converse is true: if $P \in \mathcal{P}(\mathcal{R})$, then $Q_{\mathcal{P}}(\mathcal{R})$ is compact if and only if $P$ is abelian.

2. **The trace problem.** This problem has probably some connections with the foregoing one. If $\mathcal{R}$ is a von Neumann algebra, $\mathcal{M}$ is a von Neumann subalgebra of $\mathcal{R}$, and $\mathfrak{B} \in \mathcal{Q}(\mathcal{R})$, what are the conditions that $\mathfrak{B} \cap \mathcal{M}$ is not only a dual ideal but also even a quasipoint of $\mathcal{P}(\mathcal{M})$? The following subproblem, which is the proper trace problem, shows that there must be some condition: Given $\mathfrak{B} \in \mathcal{Q}(\mathcal{R})$, is there a maximal abelian von Neumann subalgebra $\mathcal{M}$ of $\mathcal{R}$ such that $\mathfrak{B} \cap \mathcal{M}$ is a quasipoint of $\mathcal{P}(\mathcal{M})$? If $\mathcal{R}$ is not of type I$_2$, there must be a maximal abelian von Neumann subalgebra $\mathcal{M}$ of $\mathcal{R}$ such that $\mathfrak{B} \cap \mathcal{M} \notin \mathcal{Q}(\mathcal{M})$. For otherwise, $\mathfrak{B}$ would induce a global section of the spectral presheaf of $\mathcal{R}$, contradicting the Kochen–Specker theorem. If $\mathcal{R}$ is a finite von Neumann algebra of type I$_n$, the proper trace problem has a positive answer [8].

3. **Quasipoints as generalized pure states.** If $\mathcal{R}$ is an abelian von Neumann algebra and $A \in \mathcal{R}_{sa}$, the range $f_A(\mathcal{Q}(\mathcal{R}))$ is the spectrum of $A$ and $\mathcal{Q}(\mathcal{R})$ is the set of all pure states of $\mathcal{R}$. Therefore, if $\mathcal{R}$ is an arbitrary von Neumann algebra, it is tempting to consider $\mathfrak{B} \in \mathcal{Q}(\mathcal{R})$ as a sort of generalized pure state. This point of view is supported by the fact that also in the general case $f_A(\mathfrak{B}) \in sp(A)$, so $f_A(\mathfrak{B}) \geq 0$ for $A \geq 0$, and $f_I(\mathfrak{B}) = 1$. But, unfortunately, the mapping $A \mapsto f_A(\mathfrak{B})$ is not linear—except in the abelian case. The problem is to find a connection with the traditional notion of state. Again, there are connections with the proper trace problem.

4. **Stone spectrum of $\mathfrak{A}(\mathcal{R})$.** We have defined several presheaves over the category $\mathfrak{A}(\mathcal{R})$ of abelian von Neumann subalgebras of a von Neumann algebra $\mathcal{R}$. The sheafification
of these presheaves gives sheaves over the Stone spectrum \( \mathcal{Q}(\mathfrak{A}(\mathcal{R})) \) of \( \mathfrak{A}(\mathcal{R}) \). Our knowledge of the structure of \( \mathcal{Q}(\mathfrak{A}(\mathcal{R})) \) is rather sparse. A systematic study of this structure should be worthwhile.

5. **Classical observables.** The main open problem in the description of classical observables by spectral families is the characterization of spectral families that are associated with smooth functions on a differentiable manifold.

6. **Observables in general relativity.** We mentioned already that the set of all causally closed subsets of a given spacetime \( M \) forms an orthomodular lattice \( \mathcal{C}(M) \) [2]. We can define observables for \( M \) as (bounded) spectral families in \( \mathcal{C}(M) \). The study of spectral families, as well as contextual spectral families in \( \mathcal{C}(M) \), could be a substantial application to general relativity.
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CHAPTER 6

Bohrification

Chris Heunen, Nicolaas P. Landsman, and Bas Spitters

6.1 Introduction

More than a decade ago, Chris Isham proposed a topos-theoretic approach to quantum mechanics, initially in the context of the Consistent Histories approach [56], and subsequently (in collaboration with Jeremy Butterfield) in relationship with the Kochen–Specker Theorem [21–23] (see also [20] with John Hamilton). More recently, jointly with Andreas Döring, Isham expanded the topos approach so as to provide a new mathematical foundation for all of physics [38, 39]. One of the most interesting features of their approach is, in our opinion, the so-called Daseinisation map, which should play an important role in determining the empirical content of the formalism.

Over roughly the same period, in an independent development, Bernhard Banaschewski and Chris Mulvey published a series of papers on the extension of Gelfand duality (which in its usual form establishes a categorical duality between unital commutative C*-algebras and compact Hausdorff spaces; see, e.g., [57], [65]) to arbitrary toposes (with natural numbers object) [6–8]. One of the main features of this extension is that the Gelfand spectrum of a commutative C*-algebra is no longer defined as a space but rather as a locale (i.e., a lattice satisfying an infinite distributive law [57]; see also Section 6.2). Briefly, locales describe spaces through their topologies instead of through their points, and the notion of a locale continues to make sense even in the absence of points (whence the alternative name of pointfree topology for the theory of locales). It then becomes apparent that Gelfand duality in the category $\textbf{Set}$ of sets and functions is exceptional (compared with the situation in arbitrary toposes), in that the localic Gelfand spectrum of a commutative C* -algebra is spatial (i.e., it is fully described by its points). In the context of constructive mathematics (which differs from topos theory in a number of ways, notably in the latter being impredicative), the work of Banaschewski and Mulvey was taken up by Thierry Coquand [29]. He provided a direct lattice-theoretic description of the localic Gelfand spectrum, which will form the basis of its explicit computation in Section 6.4 to follow. This, finally, led to a completely constructive version of Gelfand duality [30, 32].
The third development that fed the research reported here was the program of relating Niels Bohr’s ideas on the foundations of quantum mechanics [13, 14] (and, more generally, the problem of explaining the appearance of the classical world [67]) to the formalism of algebraic quantum theory [66, 68]. Note that this formalism was initially developed in response to the mathematical difficulties posed by quantum field theory [48], but it subsequently turned out to be relevant to a large number of issues in quantum theory, including its axiomatization and its relationship with classical physics [26, 49, 64].

The present work merges these three tracks, which (to the best of our knowledge) so far have been pursued independently. It is based on an ab initio redevelopment of quantum physics in the setting of topos theory, published in a series of papers [24, 53–55] (see also [52]), of which the present chapter forms a streamlined and self-contained synthesis, written with the benefit of hindsight.

Our approach is based on a specific mathematical interpretation of Bohr’s “doctrine of classical concepts” [79], which in its original form states, roughly speaking, that the empirical content of a quantum theory is entirely contained in its effects on classical physics. In other words, the quantum world can be seen only through classical glasses. In view of the obscure and wholly unmathematical way of Bohr’s writings, it is not a priori clear what this means mathematically, but we interpret this doctrine as follows: all physically relevant information contained in a noncommutative (unital) C*-algebra $A$ (in its role of the algebra of observables of some quantum system) is contained in the family of its commutative unital C*-algebras.

The role of topos theory, then, is to describe this family as a single commutative unital C*-algebra, as follows. Let $C(A)$ be the poset of all commutative unital C*-algebras of $A$, partially ordered by inclusion. This poset canonically defines the topos $[C(A), \text{Set}]$ of covariant functors from $C(A)$ (seen as a category, with a unique arrow from $C$ to $D$ if $C \subseteq D$ and no arrow otherwise) to the category $\text{Set}$ of sets and functions. Perhaps the simplest such functor is the tautological one, mapping $C \in C(A)$ to $C \in \text{Set}$ (with slight abuse of notation), and mapping an arrow $C \subseteq D$ to the inclusion $C \hookrightarrow D$. We denote this functor by $A$ and call it the “Bohrification” of $A$. The point is that $A$ is a (unital) commutative C*-algebra internal to the topos $[C(A), \text{Set}]$ under natural operations and, as such, it has a localic Gelfand spectrum $\Sigma(A)$ by the Gelfand duality theorem of Banaschewski and Mulvey aforementioned.

The easiest way to study this locale is by means of its external description [59], which is a locale map $f : \Sigma_A \rightarrow C(A)$ (where the poset $C(A)$ is seen as a topological space in its Alexandrov topology). Denoting the frame or Heyting algebra associated to $\Sigma_A$ by $\mathcal{O}(\Sigma_A)$, we now identify the (formal) open subsets of $\Sigma_A$, defined as the elements of $\mathcal{O}(\Sigma_A)$, with the atomic propositions about the quantum system $A$. The logical structure of these propositions is then controlled by the Heyting algebra structure of $\mathcal{O}(\Sigma_A)$, so that we have found a quantum analogue of the logical structure of classical physics, the locale $\Sigma_A$ playing the role of a quantum phase space. As in the classical case, this object carries both spatial and logical aspects, corresponding to the locale $\Sigma_A$ and the Heyting algebra (or frame) $\mathcal{O}(\Sigma_A)$, respectively.

The key difference between the classical and the quantum case lies in the fact that $\mathcal{O}(\Sigma_A)$ is non-Boolean whenever $A$ is noncommutative. It has to be emphasized, though, that the lattice $\mathcal{O}(\Sigma_A)$ is always distributive; this makes our intuitionistic approach to
quantum logic fundamentally different from the traditional one initiated by Birkhoff and von Neumann [11]. Indeed, if $A$ contains sufficiently many projections (as in the case in which $A$ is a von Neumann algebra or, more generally, a Rickart C*-algebra), then the orthomodular lattice $\text{Proj}(A)$ of projections in $A$ (which is the starting point for quantum logic in the context of algebraic quantum theory [73]) is nondistributive whenever $A$ is noncommutative. This feature of quantum logic leads to a number of problems with its interpretation as well as with its structure as a deductive theory, which are circumvented in our approach (see [54] for a detailed discussion of the conceptual points involved).

The plan of this chapter is as follows. Section 6.2 is a brief introduction to locales and toposes. In Section 6.3, we give a constructive definition of C*-algebras that can be interpreted in any topos and review the topos-valid Gelfand duality theory already mentioned. In Section 6.4, we construct the internal C*-algebra $\mathcal{A}$ and its localic Gelfand spectrum $\Sigma(\mathcal{A})$, computing the external description $\Sigma_{\mathcal{A}}$ of the latter explicitly. Section 6.5 gives a detailed mathematical comparison of the intuitionistic quantum logic $\mathcal{O}(\Sigma_{\mathcal{A}})$ with its traditional counterpart $\text{Proj}(A)$. Finally, in Section 6.6, we discuss how a state on $A$ gives rise to a probability integral on $\mathcal{A}_{\mathcal{S}}$ within the topos $[\mathcal{C}(A), \text{Set}]$, give our analogue of the Daseinisation map of Döring and Isham, and formulate and compute the associated state-proposition pairing.

### 6.2 Locales and Toposes

This section introduces locales and toposes by summarizing well-known results. Both are generalizations of the concept of topological space, and both also carry logical structures. We start with complete Heyting algebras. These can be made into categories in several ways. We consider a logical, an order theoretical, and a spatial perspective.

#### 6.2.1 Definition. A partially ordered set $X$ is called a lattice when it has binary joins (least upper bounds, suprema) and meets (greatest lower bounds, infima). It is called a bounded lattice when it, moreover, has a least element 0 and a greatest element 1. It is called a complete lattice when it has joins and meets of arbitrary subsets of $X$. A bounded lattice $X$ is called a Heyting algebra when, regarding $X$ as a category, $(\_ \wedge x)$ has a right adjoint $x \Rightarrow (\_)$ for every $x \in X$. Explicitly, a Heyting algebra $X$ comes with a monotone function $\Rightarrow : X^{\text{op}} \times X \rightarrow X$ satisfying $x \leq (y \Rightarrow z)$ if and only if $x \wedge y \leq z$.

#### 6.2.2 Definition. A Boolean algebra is a Heyting algebra in which $\neg \neg x = x$ for all $x$, where $\neg x$ is defined to be $(x \Rightarrow 0)$.

#### 6.2.3 Definition. A morphism of complete Heyting algebras is a function that preserves the operations $\wedge$, $\vee$, and $\Rightarrow$, as well as the constants 0 and 1. We denote the category of complete Heyting algebras and their morphisms by $\text{CHey}$. This gives a logical perspective on complete Heyting algebras.

#### 6.2.4 Definition. Heyting algebras are necessarily distributive; that is, $x \wedge (y \vee z) = (x \wedge y) \vee (x \wedge z)$ because $(\_ \wedge x)$ has a right adjoint and hence preserves colimits. When a Heyting algebra is complete, arbitrary joins exist, whence the
The following infinitary distributive law holds:
\[
\left( \bigvee_{i \in I} y_i \right) \land x = \bigvee_{i \in I} (y_i \land x).
\] (6.1)

Conversely, a complete lattice that satisfies this infinitary distributive law is a Heyting algebra by defining \( y \Rightarrow z = \bigvee \{ x \mid x \land y \leq z \} \). This gives an order-theoretical perspective on complete Heyting algebras. The category \( \text{Frm} \) of frames has complete Heyting algebras as objects; morphisms are functions that preserve finite meets and arbitrary joins. The categories \( \text{Frm} \) and \( \text{CHey} \) are not identical because a morphism of frames does not necessarily have to preserve the Heyting implication.

6.2.5 Definition. The category \( \text{Loc} \) of locales is the opposite of the category of frames. This gives a spatial perspective on complete Heyting algebras.

6.2.6 Example. To see why locales provide a spatial perspective, let \( X \) be a topological space. Denote its topology, that is, the collection of open sets in \( X \), by \( \mathcal{O}(X) \). Ordered by inclusion, \( \mathcal{O}(X) \) satisfies Equation (6.1) and is therefore a frame. If \( f : X \to Y \) is a continuous function between topological spaces, then its inverse image \( f^{-1} : \mathcal{O}(Y) \to \mathcal{O}(X) \) is a morphism of frames. We can also consider \( \mathcal{O}(f) = f^{-1} \) as a morphism \( \mathcal{O}(X) \to \mathcal{O}(Y) \) of locales, in the same direction as the original function \( f \). Thus, \( \mathcal{O}(\_\_) \) is a covariant functor from the category \( \text{Top} \) of topological spaces and continuous maps to the category \( \text{Loc} \) of locales.

6.2.7 Convention. To emphasize the spatial aspect of locales, we follow the convention that a locale is denoted by \( X \) and the corresponding frame by \( \mathcal{O}(X) \) (whether or not the frame comes from a topological space) \([70, 86]\). Also, we denote a morphism of locales by \( f : X \to Y \), and the corresponding frame morphism by \( f^{-1} : \mathcal{O}(Y) \to \mathcal{O}(X) \) (whether or not \( f^{-1} \) is indeed the pullback of a function between topological spaces). A fortiori, we will write \( C(X, Y) \) for \( \text{Loc}(X, Y) = \text{Frm}(\mathcal{O}(Y), \mathcal{O}(X)) \).

6.2.8 A point \( x \) of a topological space \( X \) may be identified with a continuous function \( 1 \to X \), where \( 1 \) is a singleton set with its unique topology. Extending this to locales, a point of a locale \( X \) is a locale map \( 1 \to X \) or, equivalently, a frame map \( \mathcal{O}(X) \to \mathcal{O}(1) \). Here, \( \mathcal{O}(1) = \{ 0, 1 \} = \Omega \) is the subobject classifier of \( \text{Set} \), as we will see in Example 6.2.18.

Likewise, an open of a locale \( X \) is defined as a locale morphism \( X \to S \), where \( S \) is the locale defined by the Sierpinski space (i.e., \( \{ 0, 1 \} \) with \( \{ 1 \} \) as the only nontrivial open). The corresponding frame morphism \( \mathcal{O}(S) \to \mathcal{O}(X) \) is determined by its value at 1 so that we may consider opens in \( X \) as morphisms \( 1 \to \mathcal{O}(X) \) in \( \text{Set} \). If \( X \) is a genuine topological space and \( \mathcal{O}(X) \) its collection of opens, then each such morphism \( 1 \to \mathcal{O}(X) \) corresponds to an open subset of \( X \) in the usual sense.

The set \( \text{Pt}(X) \) of points of a locale \( X \) may be topologized in a natural way, by declaring its opens to be the sets of the form \( \text{Pt}(U) = \{ p \in \text{Pt}(X) \mid p^{-1}(U) = 1 \} \) for some open \( U \in \mathcal{O}(X) \). This defines a functor \( \text{Pt} : \text{Loc} \to \text{Top} \).
In fact, there is an adjunction
\[
\text{Top} \rightleftarrows \text{Loc.}
\]
It restricts to an equivalence between so-called spatial locales and sober topological spaces. Any Hausdorff topological space is sober [57, Lemma I.1.6].

6.2.9 Example. Let \((P, \leq)\) be a partially ordered set. This can be turned into a topological space by endowing it with the Alexandrov topology, in which open subsets are upper sets in \(P\); principal upper sets form a basis for the topology. The associated locale \(\text{Alx}(P) = \mathcal{O}(P)\) thus consists of the upper sets \(UP\) in \(P\).

If we give a set \(P\) the discrete order, then the Alexandrov topology on it is the discrete topology (in which every subset is open), and so \(\mathcal{O}(P)\) is just the power set \(\mathcal{P}(P)\).

As another example, we now study a way to construct frames (locales) by generators and relations. The generators form a meet-semilattice, and the relations are combined into one suitable so-called covering relation. This technique has been developed in the context of formal topology [77, 78].

6.2.10 Definition. Let \(L\) be a meet-semilattice. A covering relation on \(L\) is a relation \(\triangleleft \subseteq L \times \mathcal{P}(L)\), written as \(x \triangleleft U\) when \((x, U) \in \triangleleft\), satisfying:
(a) If \(x \in U\), then \(x \triangleleft U\).
(b) If \(x \triangleleft U\) and \(U \triangleleft V\) (i.e., \(y \triangleleft V\) for all \(y \in U\)), then \(x \triangleleft V\).
(c) If \(x \triangleleft U\), then \(x \land y \triangleleft U\).
(d) If \(x \triangleleft U\) and \(x \triangleleft V\), then \(x \triangleleft U \land V\) (where \(U \land V = \{x \land y \mid x \in U, y \in V\}\)).

6.2.11 Example. If \(X \in \text{Top}\), then \(\mathcal{O}(X)\) has a covering relation defined by \(U \triangleleft U\) iff \(U \subseteq \bigcup U\) (i.e., iff \(U\) covers \(X\)).

6.2.12 Definition. Let \(DL\) be the partially ordered set of all lower sets in a meet-semilattice \(L\), ordered by inclusion. A covering relation \(\triangleleft\) on \(L\) induces a closure operation \((\overline{\_})\): \(DL \to DL\); namely, \(\overline{U} = \{x \in L \mid x \triangleleft U\}\). We define
\[
\mathcal{F}(L, \triangleleft) = \{U \in DL \mid \overline{U} = U\} = \{U \in \mathcal{P}(L) \mid x \triangleleft U \Rightarrow x \in U\}. \quad (6.2)
\]
Because \((\overline{\_})\) is a closure operation and \(DL\) is a frame [57, Section 1.2], so is \(\mathcal{F}(L, \triangleleft)\).

6.2.13 Proposition. The frame \(\mathcal{F}(L, \triangleleft)\) is the free frame on a meet-semilattice \(L\) satisfying \(x \leq \bigvee U\) whenever \(x \triangleleft U\) for the covering relation \(\triangleleft\). The canonical inclusion \(i: L \to \mathcal{F}(L, \triangleleft)\), defined by \(i(x) = (\downarrow x)\), is the universal map satisfying \(i(x) \leq \bigvee U\) whenever \(x \triangleleft U\). That is, if \(f: L \to F\) is a morphism of meet-semilattices into a frame \(F\) satisfying \(f(x) \leq \bigvee f(U)\) if \(x \triangleleft U\), then \(f\) factors uniquely through \(i:\)

\[
\begin{array}{ccc}
L & \xrightarrow{i} & \mathcal{F}(L, \triangleleft) \\
\downarrow & & \downarrow \\
F & & F
\end{array}
\]
If \( f \) generates \( F \), in the sense that \( V = \bigvee \{ f(x) \mid x \in L, f(x) \leq V \} \) for each \( V \in F \), there is an isomorphism of frames \( F \cong \mathcal{F}(L, \triangleleft) \) where \( x \triangleleft U \iff f(x) \leq \bigvee f(U) \).

**Proof.** Given \( f \), define \( g : \mathcal{F}(L, \triangleleft) \to F \) by \( g(U) = f(\bigvee U) \). For \( x, y \in L \) satisfying \( x \triangleleft y \), one then has \( f(x) \leq g(\downarrow y) = f(y) \), whence \( g \circ i(y) = \bigvee \{ f(x) \mid x \triangleleft y \} \leq f(y) \). Conversely, \( y \triangleleft y \) because \( y \in \downarrow y \), so that \( f(y) \leq \bigvee \{ f(x) \mid x \triangleleft y \} = g \circ i(y) \). Therefore, \( g \circ i = f \). Moreover, \( g \) is the unique such frame morphism. The second claim is proven in [4, Theorem 12].

**6.2.14 Definition.** Let \((L, \triangleleft)\) and \((M, \triangledown)\) be meet-semilattices with covering relations. A continuous map \( f : (M, \triangledown) \to (L, \triangleleft) \) is a function \( f^* : L \to \mathcal{P}(M) \) with:

(a) \( f^*(L) = M \).

(b) \( f^*(x) \land f^*(y) \triangledown f^*(x \land y) \).

(c) If \( x \triangleleft U \), then \( f^*(x) \triangledown f^*(U) \) (where \( f^*(U) = \bigcup_{u \in U} f^*(U) \)).

We identify two such functions if \( f_1^*(x) \triangledown f_2^*(x) \) and \( f_2^*(x) \triangledown f_1^*(x) \) for all \( x \in L \).

**6.2.15 Proposition.** Each continuous map \( f : (M, \triangledown) \to (L, \triangleleft) \) is equivalent to a frame morphism \( \mathcal{F}(f) : \mathcal{F}(L, \triangleleft) \to \mathcal{F}(M, \triangledown) \) given by \( \mathcal{F}(f)(U) = f^*(U) \).

**6.2.16** In fact, the previous proposition extends to an equivalence \( \mathcal{F} \) between the category of frames and that of formal topologies, which is a generalization of the previous triples \((L, \leq, \triangleleft)\), where \( \leq \) is merely required to be a preorder. In this more general case, the axioms on the covering relation \( \triangleleft \) take a slightly different form. For this, including the proof of the previous proposition, we refer to [4, 9, 72].

We now generalize the concept of locales by introducing toposes.

**6.2.17** A subobject classifier in a category \( \mathbf{C} \) with a terminal object 1 is a monomorphism \( \top : 1 \to \Omega \) such that for any mono \( m : M \to X \), there is a unique \( \chi_m : X \to \Omega \) such that the following diagram is a pullback:

\[
\begin{array}{ccc}
M & \rightarrow & 1 \\
\downarrow \quad & & \downarrow \top \\
X & \rightarrow & \Omega \\
\end{array}
\]

Sometimes, the object \( \Omega \) alone is referred to as the subobject classifier [58, A1.6]. Hence, a subobject classifier \( \Omega \) induces a natural isomorphism \( \text{Sub}(X) \cong \mathbf{C}(X, \Omega) \), where the former functor acts on morphisms by pullback, the latter acts by precomposition, and the correspondence is the specific pullback \( [m] \mapsto \chi_m \) shown previously.

**6.2.18 Example.** The category \( \mathbf{Set} \) has a subobject classifier \( \Omega = \{0, 1\} \), with the morphism \( \top : 1 \to \Omega \) determined by \( \top(*) = 1 \).

For any small category \( \mathbf{C} \), the functor category [\( \mathbf{C}, \mathbf{Set} \)] has a subobject classifier, which we now describe. A cosieve \( S \) on an object \( X \in \mathbf{C} \) is a collection of
morphisms with domain $X$ such that $f \in S$ implies $g \circ f \in S$ for any morphism $g$ that is composable with $f$. For $X \in \mathbf{C}$, elements of $\Omega(X)$ are the cosieves on $X$ [58, A1.6.6]. On a morphism $f : X \to Y$, the action $\Omega(f) : \Omega(X) \to \Omega(Y)$ is given by

$$\Omega(f)(S) = \{ g : Y \to Z \mid Z \in \mathbf{C}, g \circ f \in S \}.$$

Moreover, one has $F \in \text{Sub}(G)$ for functors $F, G : \mathbf{C} \Rightarrow \text{Set}$ if and only $F$ is a subfunctor of $G$, in that $F(X) \subseteq G(X)$ for all $X \in \mathbf{C}$.

In the especially easy case that $\mathbf{C}$ is a partially ordered set, seen as a category, a cosieve $S$ on $X$ is just an upper set above $X$, in the sense that $Y \in S$ and $Y \leq Z$ imply $Z \in S$ and $X \leq Y$.

6.2.19 Definition. A topos is a category that has finite limits, exponentials (i.e., right adjoints $(\_)^X$ to $(\_ \times X)$), and a subobject classifier (see 6.2.17).

6.2.20 Example. The category $\text{Set}$ of sets and functions is a topos: the exponential $Y^X$ is the set of functions $X \to Y$, and the set $\Omega = \{0, 1\}$ is a subobject classifier (see Example 6.2.18).

For any small category $\mathbf{C}$, the functor category $[\mathbf{C}, \text{Set}]$ is a topos. Limits are computed pointwise [15, Theorem 2.15.2], exponentials are defined via the Yoneda embedding [70, Proposition I.6.1], and the cosieve functor $\Omega$ of Example 6.2.18 is a subobject classifier.

6.2.21 Example. Without further explanation, let us mention that a sheaf over a locale $X$ is a functor from $X^{\text{op}}$ (where the locale $X$ is regarded as a category via its order structure) to $\text{Set}$ that satisfies a certain continuity condition. The category $\text{Sh}(X)$ of sheaves over a locale $X$ is a topos. Its subobject classifier is $\Omega(x) = \downarrow x$ [16, Example 5.2.3].

The categories $\text{Sh}(X)$ and $\text{Sh}(Y)$ are equivalent if and only if the locales $X$ and $Y$ are isomorphic. Thus, toposes are generalizations of locales and hence of topological spaces. Moreover, a morphism $X \to Y$ of locales induces morphisms $\text{Sh}(X) \to \text{Sh}(Y)$ of a specific form: a geometric morphism $S \to T$ between toposes is a pair of functors $f^* : T \to S$ and $f_* : S \to T$, of which $f^*$ preserves finite limits, with $f^* \dashv f_*$. We denote the category of toposes and geometric morphisms by $\text{Topos}$.

6.2.22 If $X$ is the locale resulting from putting the Alexandrov topology on a poset $P$, then $[P, \text{Set}] \cong \text{Sh}(X)$. In this sense, Example 6.2.20 is a special case of Example 6.2.21. We call the category $[P, \text{Set}]$ for a poset $P$ a Kripke topos.

One could say that sheaves are the prime example of a topos in that they exhibit its spatial character as a generalization of topology. However, this chapter is primarily concerned with functor toposes and therefore will not mention sheaves again. We now switch to the logical aspect inherent in toposes, by sketching their internal language and its semantics. For a precise description, we refer the reader to [58, Part D], [70, Chapter VI], or [16, Chapter 6].

6.2.23 In a (cocomplete) topos $\mathbf{T}$, each subobject lattice $\text{Sub}(X)$ is a (complete) Heyting algebra. Moreover, pullback $f^{-1} : \text{Sub}(Y) \to \text{Sub}(X)$ along $f : X \to Y$
is a morphism of (complete) Heyting algebras. Finally, there are always both left and right adjoints $\exists_f$ and $\forall_f$ to $f^{-1}$. This means that we can write down properties about objects and morphisms in $\mathbf{T}$ using familiar first-order logic. For example, the formula $\forall_{x \in M} \forall_{y \in M}. x \cdot y = y \cdot x$ makes sense for any object $M$ and morphism $\cdot : M \times M \to M$ in $\mathbf{T}$ and is interpreted as follows. First, the subformula $x \cdot y = y \cdot x$ is interpreted as the subobject $a : A \to M \times M$ given by the equalizer of $M \times M \leftarrow \rightarrow \rightarrow M$ and $M \times M \leftarrow y \rightarrow M \times M \rightarrow \rightarrow M$. Next, the subformula $\forall_{y \in M}. x \cdot y = y \cdot x$ is interpreted as the subobject $b = \forall_{\pi_1}(a) \in \text{Sub}(M)$, where $\pi_1 : M \times M \to M$. Finally, the whole formula $\forall_{x \in M} \forall_{y \in M}. x \cdot y = y \cdot x$ is interpreted as the subobject $c = \forall_x(b) \in \text{Sub}(1)$, where $\pi : M \to 1$. The subobject $c \in \text{Sub}(1)$ is classified by a unique $\chi_c : 1 \to \Omega$. This, then, is the truth value of the formula. In general, a formula $\varphi$ is said to hold in the topos $\mathbf{T}$, denoted by $\models \varphi$, when its truth value factors through the subobject classifier $\top : 1 \to \Omega$. 

If $\mathbf{T} = \mathbf{Set}$, the subobject $a$ is simply the set $\{(x, y) \in M \times M \mid x \cdot y = y \cdot x\}$; therefore, the truth value of the formula is $1 \in \Omega$ if for all $x, y \in M$ we have $x \cdot y = y \cdot x$, and $0 \in \Omega$ otherwise. But the preceding interpretation can be given in any topos $\mathbf{T}$, even if there are few or no “elements” $1 \to M$. Thus, we can often reason about objects in a topos as if they were sets. Indeed, the fact that a topos has exponentials and a subobject classifier means that we can use higher order logic to describe properties of its objects, by interpreting a power set $\mathcal{P}(X)$ as the exponential $\Omega^X$ and the inhabitation relation $\in$ as the subobject of $X \times \Omega^X$ that is classified by the transpose $X \times \Omega^X \to \Omega$ of id: $\Omega^X \to \Omega^X$. All this can be made precise by defining the internal or Mitchell-Bénabou language of a topos, which prescribes in detail which logical formulæ about the objects and morphisms of a topos are “grammatically correct” and which ones hold.

### 6.2.24 The interpretation of the internal language takes an especially easy form in Kripke toposes. We now give this special case of the so-called Kripke-Joyal semantics. First, let us write $\llbracket t \rrbracket$ for the interpretation of a term $t$ as in 6.2.23. For example, in the notation of 6.2.23, $\llbracket x \rrbracket$ is the morphism id: $M \to M$, and $\llbracket x \cdot y \rrbracket$ is the morphism $\cdot : M \times M \to M$. We now inductively define $p \models \varphi(\vec{a})$ for $p \in P$, a formula $\varphi$ in the language of $\{P, \mathbf{Set}\}$ with free variables $x_i$ of type $X_i$, and $\vec{a} = (a_1, \ldots, a_n)$ with $a_i \in X_i(p)$:

- $p \models (t = t')(\vec{a})$ if and only if $\llbracket t \rrbracket_p(\vec{a}) = \llbracket t' \rrbracket_p(\vec{a})$;
- $p \models R(t_1, \ldots, t_k)(\vec{a})$ if and only if $\llbracket R \rrbracket_p(\vec{a}) = \llbracket R \rrbracket_p(\vec{a})$,
- $p \models (\varphi \land \psi)(\vec{a})$ if and only if $p \models \varphi(\vec{a})$ and $p \models \psi(\vec{a})$;
- $p \models (\varphi \lor \psi)(\vec{a})$ if and only if $p \models \varphi(\vec{a})$ or $p \models \psi(\vec{a})$;
- $p \models (\varphi \Rightarrow \psi)(\vec{a})$ if and only if $\varphi(\vec{a})$ implies $q \models \psi(\vec{a})$ for all $q \geq p$;
- $p \models \neg \varphi(\vec{a})$ if and only if $q \models \varphi(\vec{a})$ for no $q \geq p$;
- $p \models \exists_{x \in X}. \varphi(\vec{a})$ if and only if $p \models \varphi(a, \vec{a})$ for some $a \in X(p)$;
- $p \models \forall_{x \in X}. \varphi(\vec{a})$ if and only if $q \models \varphi(a, \vec{a})$ for all $q \geq p$ and $a \in X(q)$. 

It turns out that $\varphi$ holds in $\{P, \mathbf{Set}\}$; that is, $\models \varphi$, precisely when $p \models \varphi(\vec{a})$ for all $p \in P$ and all $\vec{a} \in X_1(p) \times \cdots \times X_n(p)$. 


6.2.25 The axioms of intuitionistic logic hold when interpreted in any topos, and there are toposes in whose internal language formulae that are not derivable from the axioms of intuitionistic logic do not hold. For example, the principle of excluded middle \( \varphi \lor \neg \varphi \) does not hold in the topos \( \mathbf{Sh}(\mathbb{R}) \) [16, 6.7.2]. Thus, we can derive properties of objects of a topos as if they were sets, using the usual higher-order logic, as long as our reasoning is constructive, in the sense that we use neither the axiom of choice nor the principle of excluded middle.

The astute reader will have noticed that the account of this chapter up to now has been constructive in this sense (including the material around Proposition 6.2.13). In particular, we can speak of objects in a topos \( T \) that satisfy the defining properties of locales as locales within that topos. Explicitly, these are objects \( L \) that come with morphisms \( 0, 1 : 1 \to L \) and \( \wedge, \lor : \Omega^L \to L \) for which the defining formulae of locales, such as (6.1), hold in \( T \) [16, Section 6.11]. The category of such objects is denoted by \( \text{Loc}(T) \), so that \( \text{Loc}([\mathcal{P}, \mathbf{Set}]) \cong \text{Loc} \).

For the rest of this chapter, we also take care to use constructive reasoning whenever we reason in the internal language of a topos.

6.2.26 We have two ways of proving properties of objects and morphisms in toposes. First, we can take an external point of view. This occurs, for example, when we use the structure of objects in \( [\mathcal{P}, \mathbf{Set}] \) as \( \mathbf{Set} \)-valued functors. Second, we can adopt the internal logic of the topos, as previously discussed. In this viewpoint, we regard the topos as a “universe of discourse.” At least, intuitionistic reasoning is valid, but more logical laws might hold, depending on the topos one is studying. To end this section, we consider the internal and external points of view in several examples.

6.2.27 Example. Let \( T \) be a topos and \( X \) an object in it. Externally, one simply looks at \( \text{Sub}(X) \) as a set, equipped with the structure of a Heyting algebra in the category \( \mathbf{Set} \). Internally, \( \text{Sub}(X) \) is described as the exponential \( \Omega^X \), or \( \mathcal{P}(X) \), which is a Heyting algebra object in the topos \( T \) [70, p. 201].

6.2.28 Example. For any poset \( P \), the category \( \text{Loc}([P, \mathbf{Set}]) \) is equivalent to the slice category \( \text{Loc}/\mathbf{Alx}(P) \) of locale morphisms \( L \to \mathbf{Alx}(P) \) from some locale \( L \) to the Alexandrov topology on \( P \) (by 6.2.22 and [59]). Therefore, an internal locale object \( L \) in \( [P, \mathbf{Set}] \) is described externally as a locale morphism \( f : L \to \mathbf{Alx}(P) \), determined as follows. First, \( \mathcal{O}(L)(P) \) is a frame in \( \mathbf{Set} \), and for \( U \) in \( \mathbf{Alx}(P) \), the action \( \mathcal{O}(L)(P) \to \mathcal{O}(L)(U) \) on morphisms is a frame morphism. Because \( \mathcal{O}(L) \) is complete, there is a left adjoint \( l_{U}^{-1} : \mathcal{O}(L)(U) \to \mathcal{O}(L)(P) \), which in turn defines a frame morphism \( f^{-1} : \mathcal{O}(\mathbf{Alx}(P)) \to \mathcal{O}(L)(P) \) by \( f^{-1}(U) = l_{U}^{-1}(1) \). Taking \( L = \mathcal{O}(L)(P) \) then yields the desired locale morphism.

6.2.29 Example. Let \( L \) be a locale object in the Kripke topos over a poset \( P \). Internally, a point of \( L \) is a locale morphism \( 1 \to L \), which is the same thing as an internal frame morphism \( \mathcal{O}(L) \to \Omega \). Externally, one looks at \( \Omega \) as the frame \( \text{Sub}(1) \) in \( \mathbf{Set} \). Because \( \text{Sub}(1) \cong \mathcal{O}(\mathbf{Alx}(P)) \) in \( [P, \mathbf{Set}] \), one finds \( \text{Loc}([P, \mathbf{Set}]) \cong \text{Loc}/\mathbf{Alx}(P) \). By Example 6.2.28, \( L \) has an external description...
as a locale morphism \( f : K \to L \), so that points in \( L \) are described externally by sections of \( f \); that is, locale morphisms \( g : L \to K \) satisfying \( f \circ g = \text{id} \).

6.2.30 Locales already possess a logical aspect as well as a spatial one because the logical perspective on complete Heyting algebras translates to the spatial perspective on locales. Elements \( 1 \to \mathcal{O}(L) \) of the Heyting algebra \( \mathcal{O}(L) \) are the opens of the associated locale \( L \), to be thought of as propositions, whereas points of the locale correspond to models of the logical theory defined by these propositions [86].

More precisely, recall that a formula is positive when it is built from atomic propositions by the connectives \( \land \) and \( \lor \) only, where \( \lor \) but not \( \land \) is allowed to be indexed by an infinite set. This can be motivated observationally: to verify a proposition \( \bigvee_{i \in I} p_i \), one only needs to find a single \( p_i \), whereas to verify \( \bigwedge_{i \in I} p_i \), the validity of each \( p_i \) needs to be established [3], an impossible task in practice when \( I \) is infinite. A geometric formula then is one of the form \( \varphi \Rightarrow \psi \), where \( \varphi \) and \( \psi \) are positive formulae.

Thus, a frame \( \mathcal{O}(L) \) defines a geometric propositional theory whose propositions correspond to opens in \( L \), combined by logical connectives given by the lattice structure of \( \mathcal{O}(L) \). Conversely, a propositional geometric theory \( \mathcal{T} \) has an associated Lindenbaum algebra \( \mathcal{O}([\mathcal{T}]) \), defined as the poset of formulae of \( \mathcal{T} \) modulo provable equivalence, ordered by entailment. This poset turns out to be a frame, and the set-theoretical models of \( \mathcal{T} \) bijectively correspond to frame morphisms \( \mathcal{O}([\mathcal{T}]) \to \{0, 1\} \). Identifying \( \{0, 1\} \) in \( \text{Set} \) with \( \Omega = \mathcal{O}(1) \), one finds that a model of the theory \( \mathcal{T} \) is a point \( 1 \to [\mathcal{T}] \) of the locale \( [\mathcal{T}] \). More generally, by Example 6.2.28, one may consider a model of \( \mathcal{T} \) in a frame \( \mathcal{O}(L) \) to be a locale morphism \( L \to [\mathcal{T}] \).

6.2.31 Example. Consider models of a geometric theory \( \mathcal{T} \) in a topos \( T \). Externally, these are given by locale morphisms \( \text{Loc}(T) \to [\mathcal{T}] \) [70, Theorem X.6.1 and Section IX.5]. One may also interpret \( \mathcal{T} \) in \( T \) and thus define a locale \( [\mathcal{T}]_T \) internal to \( T \). The points of this locale—that is, the locale morphisms \( 1 \to [\mathcal{T}]_T \) or frame morphisms \( \mathcal{O}([\mathcal{T}]_T) \to \Omega \)—describe the models of \( \mathcal{T} \) in \( T \) internally.

6.2.32 Example. Several important internal number systems in Kripke toposes are defined by geometric propositional theories \( \mathcal{T} \) and can be computed via Examples 6.2.21 and 6.2.22. Externally, the frame \( \mathcal{O}([\mathcal{T}]) \) corresponding to the interpretation of \( \mathcal{T} \) in \( [P, \text{Set}] \) is given by the functor \( \mathcal{O}([\mathcal{T}]) : p \mapsto \mathcal{O}(\uparrow p \times [\mathcal{T}]) \) [24, Appendix A].

6.2.33 Example. As an application of the previous example, we recall an explicit construction of the Dedekind real numbers (see [41] or [58, D4.7.4]). Define the propositional geometric theory \( \mathcal{T}_R \) generated by formal symbols \( (q, r) \in \mathbb{Q} \times \mathbb{Q} \) with \( q < r \), ordered as \( (q, r) \leq (q', r') \) iff \( q' \leq q \) and \( r \leq r' \), subject to the following relations:
\[(q_1, r_1) \land (q_2, r_2) = \begin{cases} 
\max(q_1, q_2, \min(r_1, r_2)) & \text{if } \max(q_1, q_2) < \min(r_1, r_2) \\
0 & \text{otherwise} 
\end{cases} \]
\[(q, r) = \bigvee \{(q', r') \mid q < q' < r' < r\} \]
\[1 = \bigvee \{(q, r) \mid q < r\} \]
\[(q, r) = (q, r_1) \lor (q_1, r) \text{ if } q \leq q_1 \leq r_1 \leq r. \]

This theory may be interpreted in any topos \(T\) with a natural numbers object, defining an internal locale \(\mathbb{R}_T\). Points \(p\) of \(\mathbb{R}_T\)—that is, frame morphisms \(p^{-1} : \mathcal{O}(\mathbb{R}_T) \to \Omega\)—correspond to Dedekind cuts \((L, U)\) by [70, p. 321]:

\[L = \{ q \in \mathbb{Q} \mid p \models (q, \infty) \}; \]
\[U = \{ r \in \mathbb{Q} \mid p \models (-\infty, r) \}, \]

where \((q, \infty)\) and \((-\infty, r)\) are defined in terms of the formal generators of the frame \(\mathcal{O}(\mathbb{Q})\) by \((q, \infty) = \bigvee \{(q, r) \mid q < r\}\) and \((-\infty, r) = \bigvee \{(q, r) \mid q < r\}\). The notation \(p \models (q, r)\) means that \(m^{-1}(q, r)\) is the subobject classifier \(\top : 1 \to \Omega\), where \((q, r)\) is seen as a morphism \(1 \to \mathbb{Q} \times \mathbb{Q} \to \mathcal{O}(\mathbb{R}_T)\). Conversely, a Dedekind cut \((L, U)\) uniquely determines a point \(p\) by \((q, r) \mapsto \top \text{ iff } (q, r) \cap U \neq \emptyset \text{ and } (q, r) \cap L \neq \emptyset\). The Dedekind real numbers are therefore defined in any topos \(T\) as the subobject of \(\mathcal{P}(\mathbb{Q}_T) \times \mathcal{P}(\mathbb{Q}_T)\) consisting of those \((L, U)\) that are points of \(\mathbb{R}_T\).

One may identify \(\text{Pt}(\mathbb{R}_{\text{Set}})\) with the field \(\mathbb{R}\) in the usual sense and \(\mathcal{O}(\mathbb{R}_{\text{Set}})\) with the usual Euclidean topology on \(\mathbb{R}\).

In case \(T = [P, \text{Set}]\) for a poset \(P\), one finds that \(\mathcal{O}(\mathbb{R}_T)\) is the functor \(p \mapsto \mathcal{O}(\uparrow p \times \mathbb{R}_{\text{Set}})\); cf. Example 6.2.32. The latter set may be identified with the set of monotone functions \(\uparrow p \to \mathcal{O}(\mathbb{R}_{\text{Set}})\). When \(P\) has a least element, the functor \(\text{Pt}(\mathbb{R}_T)\) may be identified with the constant functor \(p \mapsto \mathbb{R}_{\text{Set}}\).

### 6.3 C*-Algebras

This section considers a generalization of the concept of topological space different from locales and toposes—namely, so-called C*-algebras [36, 60, 85]. These operator algebras also play a large role in quantum theory [48, 64, 81]. We first give a constructive definition of C*-algebras that can be interpreted in any topos (with a natural numbers object), after [6–8].

#### 6.3.1 In any topos (with a natural numbers object), the rationals \(\mathbb{Q}\) can be interpreted [70, Section VI.8], as can the Gaussian rationals \(\mathbb{C}_Q = \{ q + ri \mid q, r \in \mathbb{Q} \}\). For example, the interpretation of \(\mathbb{C}_Q\) in the Kripke topos over a poset \(P\) is the constant functor that assigns the set \(\mathbb{C}_Q\) to each \(p \in P\).

#### 6.3.2 A monoid in \(\text{Vect}_K\) for some \(K \in \text{Fld}\) is called a (unital) \(K\)-algebra—not to be confused with Eilenberg–Moore algebras of a monad. It is called commutative when the multiplication of its monoid structure is. A \(^*\)-algebra
is an algebra \( A \) over an involutive field, together with an antilinear involution 
\((\_)^* : A \to A\).

6.3.3 Definition. A seminorm on a \(*\)-algebra \( A \) over \( \mathbb{C} \) is a relation 
\( N \subseteq A \times \mathbb{Q}^+ \) satisfying

\[
(0, p) \in N, \\
\exists q \in \mathbb{Q}^+. (a, q) \in N, \\
(a, q) \in N \Rightarrow (a^*, q) \in N, \\
(a, r) \in N \iff \exists q < r. (a, q) \in N, \\
(a, q) \in N \land (b, r) \in N \Rightarrow (a + q, p + r) \in N, \\
(a, q) \in N \land (b, r) \in N \Rightarrow (ab, qr) \in N, \\
(a, q) \in N \Rightarrow (za, qr) \in N \quad (|z| < r), \\
(1, q) \in N \quad (q > 1),
\]

for all \( a, b \in A, q, r \in \mathbb{Q}^+ \), and \( z \in \mathbb{C} \). If this relation furthermore satisfies

\[(a^* a, q^2) \in N \iff (a, q) \in N\]

for all \( a \in A \) and \( q \in \mathbb{Q}^+ \), then \( A \) is said to be a \textit{pre-semi-\( C^* \)-algebra}.

A seminorm \( N \) is called a \textit{norm} if \( a = 0 \) whenever \( (a, q) \in N \) for all \( q \in \mathbb{Q}^+ \).

One can then formulate a suitable notion of completeness in this norm that does not rely on the axiom of choice—namely, by considering Cauchy sequences of sets instead of Cauchy sequences of \( \mathbb{Q} \)-sequences \[8\]. A \( C^*\)-\textit{algebra} is a pre-semi-\( C^* \)-algebra \( A \) whose seminorm is a norm in which \( A \) is complete. Notice that a \( C^* \)-algebra by definition has a unit; what we defined as a \( C^* \)-algebra is sometimes called a unital \( C^* \)-algebra in the literature.

A morphism between \( C^* \)-algebras \( A \) and \( B \) is a linear function \( f : A \to B \) satisfying \( f(ab) = f(a)f(b), f(a^*) = f(a)^* \), and \( f(1) = 1 \). \( C^* \)-algebras and their morphisms form a category \( \textbf{CStar} \). We denote its full subcategory of commutative \( C^* \)-algebras by \( \textbf{cCStar} \).

6.3.4 Classically, a seminorm induces a norm, and vice versa, by \((a, q) \in N\) if and only if \( \|a\| < q \).

6.3.5 The geometric theory \( \mathcal{T}_\mathbb{R} \) of Example 6.2.33 can be extended to a geometric theory \( \mathcal{T}_\mathbb{C} \) describing the complexified locale \( \mathbb{C} = \mathbb{R} + i \mathbb{R} \). There are also direct descriptions that avoid a defining role of \( \mathbb{R} \) \[8\]. In \( \text{Set} \), the frame \( \mathcal{O}(\mathbb{C}) \) defined by \( \mathcal{T}_\mathbb{C} \) is the usual topology on the usual complex field \( \mathbb{C} \). As a consequence of its completeness, a \( C^* \)-algebra is automatically an algebra over \( \mathbb{C} \) (and not just over \( \mathbb{C}_Q \), as is inherent in the definition).

6.3.6 Example. The continuous linear operators \( \text{Hilb}(H, H) \) on a Hilbert space \( H \) form a \( C^* \)-algebra. In fact, by the classical Gelfand–Naimark theorem, any \( C^* \)-algebra can be embedded into one of this form \[45\].

6.3.7 Example. A locale \( X \) is \textit{compact} if every subset \( S \subseteq X \) with \( \bigvee S = 1 \) has a finite subset \( F \subseteq S \) with \( \bigvee F = 1 \). It is \textit{regular} if \( y = \bigvee (\downarrow y) \) for all \( y \in X \), where
\[ y = \{ x \in X \mid x \ll y \} \text{ and } x \ll y \text{ iff there is a } z \in X \text{ with } z \land x = 0 \text{ and } z \lor y = 1. \] If the axiom of dependent choice is available—as in Kripke toposes [42]—then regular locales are automatically completely regular. Assuming the full axiom of choice, the category \( \text{KRegLoc} \) of compact regular locales in \( \text{Set} \) is equivalent to the category \( \text{KHausTop} \) of compact Hausdorff topological spaces. In general, if \( X \) is a completely regular compact locale, then \( C(X, \mathbb{C}) \) is a commutative \( \mathbb{C}^* \)-algebra. In fact, the following theorem shows that all commutative \( \mathbb{C}^* \)-algebras are of this form. This so-called Gelfand duality justifies regarding \( \mathbb{C}^* \)-algebras as “noncommutative” generalizations of topological spaces [28].

6.3.8 Theorem [6–8]. There is an equivalence

\[ \text{cCStar} \xleftarrow{\Sigma} \text{KRegLoc}^\text{op}. \]

The locale \( \Sigma(A) \) is called the Gelfand spectrum of \( A \).

The previous theorem is proved in such a way that it applies in any topos. This means that we can give an explicit description of the Gelfand spectrum. The rest of this section is devoted to just that, following the reformulation that is fully constructive [29, 32].

6.3.9 To motivate the following description, we mention that the classical proof [44, 45] defines \( \Sigma(A) \) to be the set of characters of \( A \) (i.e., nonzero multiplicative functionals \( \rho: A \to \mathbb{C} \)). This set becomes a compact Hausdorff topological space by the sub-base consisting of \( \{ \rho \in \Sigma(A) \mid |\rho(a) - \rho_0(a)| < \varepsilon \} \) for \( a \in A, \rho_0 \in \Sigma, \) and \( \varepsilon > 0 \). A much simpler choice of sub-base would be \( D_a = \{ \rho \in \Sigma \mid \rho(a) > 0 \} \) for \( a \in A_{\text{sa}} = \{ a \in A \mid a^* = a \} \). Both the property that the \( \rho \) are multiplicative and the fact that the \( D_a \) form a sub-base may then be expressed lattice-theoretically by letting \( \mathcal{O}(\Sigma(A)) \) be the frame freely generated by the formal symbols \( D_a \) for \( a \in A_{\text{sa}} \), subject to the relations

\begin{align*}
D_1 &= 1, \\
D_a \land D_{-a} &= 0, \\
D_{-b^2} &= 0, \\
D_{a+b} &\leq D_a \lor D_b, \\
D_{ab} &= (D_a \land D_b) \lor (D_{-a} \land D_{-b}), \\
\end{align*}

supplemented with the “regularity rule”

\[ D_a \leq \bigvee_{r \in \mathbb{Q}^+} D_{a-r}. \]

6.3.10 Classically, the Gelfand transform \( A \xrightarrow{\sim} C(\Sigma(A), \mathbb{C}) \) is given by \( a \mapsto \hat{a} \) with \( \hat{a}(\rho) = \rho(a) \), and restricting to \( A_{\text{sa}} \) yields an isomorphism \( A_{\text{sa}} \cong C(\Sigma(A), \mathbb{R}) \). Hence, classically \( D_a = \{ \rho \in \Sigma(A) \mid \rho(a) > 0 \} \). In a constructive setting, we must associate a locale morphism \( \hat{a}: \Sigma(A) \to \mathbb{R} \) to each \( a \in A_{\text{sa}} \), which is, by definition, a frame morphism \( \hat{a}^{-1}: \mathcal{O}(\mathbb{R}) \to \mathcal{O}(\Sigma(A)) \). Aided by the intuition of 6.3.9, one finds that \( \hat{a}^{-1}(-\infty, s) = D_{s-a} \) and \( \hat{a}^{-1}(r, \infty) = D_{a-r} \).
for basic opens. Hence, \( \hat{a}^{-1}(r, s) = D_{s-a} \land D_{a-r} \) for rationals \( r < s \). By Example 6.2.33, we have \( A_{sa} \cong C(\Sigma(A)), \mathbb{R}) = \Gamma(\text{Pt}(\mathbb{R})_{\text{Sh}(\Sigma(A)))} \), where \( \Gamma \) is the global sections functor. Hence, \( A_{sa} \) is isomorphic (through the Gelfand transform) to the global sections of the real numbers in the topos of sheaves on its spectrum (and \( A \) itself “is” the complex numbers in the same sense).

6.3.11 To describe the Gelfand spectrum more explicitly, we start with the distributive lattice \( L_A \) freely generated by the formal symbols \( D_a \) for \( a \in A_{sa} \), subject to the relations (6.3)–(6.7). Being an involutive ring, \( A_{sa} \) has a positive cone \( A^+ = \{ a \in A_{sa} \mid a \geq 0 \} = \{ a^2 \mid a \in A_{sa} \} \). (For \( A = \text{Hilb}(H, H) \), one has \( a \in A^+ \) iff \( (x \mid a(x)) \geq 0 \) for all \( x \in H \).) The given definition of \( A^+ \) induces a partial order \( \leq \) on \( A^+ \) by \( a \leq b \) iff \( 0 \leq a - b \), with respect to which \( A^+ \) is a distributive lattice. Now we define a partial order \( \preceq \) on \( A^+ \) by \( a \preceq b \) iff \( a \leq nb \) for some \( n \in \mathbb{N} \). Define an equivalence relation on \( A^+ \) by \( a \approx b \) iff \( a \leq b \) and \( b \preceq a \). The lattice operations on \( A^+ \) respect \( \approx \) and, hence, \( A^+/\approx \) is a lattice. We have

\[ L_A \cong A^+/\approx. \]

The image of the generator \( D_a \) in \( L_A \) corresponds to the equivalence class \([a^+]\) in \( A^+/\approx \), where \( a = a^+ - a^- \) with \( a^\pm \in A^+ \) in the usual way. Theorem 6.4.12 shows that the lattice \( L_A \) can be computed locally in certain Kripke toposes. In preparation, we now work toward Lemma 6.3.16 to follow.

6.3.12 Extending the geometric propositional logic of 6.2.30, the positive formulae of a geometric predicate logic may furthermore involve finitely many free variables and the existential quantifier \( \exists \), and its axioms take the form \( \forall x \in X. \varphi(x) \Rightarrow \psi(x) \) for positive formulae \( \varphi, \psi \). Geometric formulae form an important class of logical formulae because they are precisely the ones whose truth value is preserved by inverse images of geometric morphisms between toposes. From their syntactic form alone, it follows that their external interpretation is determined locally in Kripke toposes, as the following lemma shows.

6.3.13 Lemma. See [58, Corollary D1.1.14]. Let \( \mathfrak{X} \) be a geometric theory and denote the category of its models in a topos \( T \) by \( \text{Model}(\mathfrak{X}, T) \). For any category \( C \), there is a canonical isomorphism of categories \( \text{Model}(\mathfrak{X}, [C, \text{Set}]) \cong [C, \text{Model}(\mathfrak{X}, \text{Set})] \).

6.3.14 Definition. A Riesz space is a vector space \( R \) over \( \mathbb{R} \) that is simultaneously a distributive lattice, such that \( f \leq g \) implies \( f + h \leq g + h \) for all \( h \), and \( f \geq 0 \) implies \( rf \geq 0 \) for all \( r \in \mathbb{R}^+ \) [69, Definition 11.1].

An f-algebra is a commutative \( \mathbb{R} \)-algebra \( R \) whose underlying vector space is a Riesz space in which \( f, g \geq 0 \) implies \( fg \geq 0 \), and \( f \land g = 0 \) implies \( hf \land g = 0 \) for all \( h \geq 0 \). Moreover, the multiplicative unit 1 has to be strong in the sense that for each \( f \in R \), one has \( -n1 \leq f \leq n1 \) for some \( n \in \mathbb{N} \) [87, Definition 140.8].

6.3.15 Example. If \( A \) is a commutative C*-algebra, then \( A_{sa} \) becomes an f-algebra over \( \mathbb{R} \) under the order defined in 6.3.11. Conversely, by the Stone–Yosida representation theorem, every f-algebra over \( \mathbb{R} \) can be densely embedded
in \( C(X, \mathbb{R}) \) for some compact locale \( X \) [30]. Like commutative \( C^* \)-algebras, \( f \)-algebras have a spectrum, for the definition of which we refer to [32].

**6.3.16 Lemma.** Let \( A \) be a commutative \( C^* \)-algebra.

(a) The Gelfand spectrum of \( A \) coincides with the spectrum of the \( f \)-algebra \( A_{sa} \).

(b) The theory of \( f \)-algebras is geometric.

**Proof.** Part (a) is proven in [32]. For (b), notice that an \( f \)-algebra over \( \mathbb{Q} \) is precisely a uniquely divisible lattice-ordered ring [29, p. 151] because unique divisibility turns a ring into a \( \mathbb{Q} \)-algebra. The definition of a lattice-ordered ring can be written using equations only. The theory of torsion-free rings—that is, if \( n > 0 \) and \( nx = 0 \), then \( x = 0 \)—is also algebraic. The theory of divisible rings is obtained by adding infinitely many geometric axioms \( \exists y, ny = x \), one for each \( n > 0 \), to the algebraic theory of rings. Finally, a torsion-free divisible ring is the same as a uniquely divisible ring: if \( ny = x \) and \( nz = x \), then \( n(y - z) = 0 \), so that \( y - z = 0 \). We conclude that the theory of uniquely divisible lattice-ordered rings—that is, \( f \)-algebras—is geometric, establishing (b).

**6.3.17 Proposition.** The lattice \( L_A \) generating the spectrum of a commutative \( C^* \)-algebra \( A \) is preserved under inverse images of geometric morphisms.

**Proof.** By the previous lemma \( A_{sa} \) and, hence, \( A^+ \) are definable by a geometric theory. Because the relation \( \approx \) of 6.3.11 is defined by an existential quantification, \( L_A \cong A^+ / \approx \) is preserved under inverse images of geometric morphisms.

We now turn to the regularity condition (6.8), which is to be imposed on \( L_A \). This condition turns out to be a special case of the relation \( \ll \) (see Example 6.3.7).

**6.3.18 Lemma.** For all \( D_a, D_b \in L_A \), the following are equivalent:

(a) There exists \( D_c \) with \( D_c \lor D_a = 1 \) and \( D_c \land D_b = 0 \).

(b) There exists a rational \( q > 0 \) with \( D_b \leq D_{a-q} \).

**Proof.** Assuming (a), there exists a rational \( q > 0 \) with \( D_c = D_{a-q} \lor D_{a-q} = 1 \) by [29, Corollary 1.7]. Hence, \( D_c \lor D_{a-q} = 1 \), so \( D_b = D_b \land (D_c \lor D_{a-q}) = D_b \land D_{a-q} \leq D_{a-q} \), establishing (b). For the converse, choose \( D_c = D_{q-a} \).

**6.3.19** In view of the preceding lemma, we henceforth write \( D_b \ll D_a \) if there exists a rational \( q > 0 \) such that \( D_b \leq D_{a-q} \), and note that the regularity condition (6.8) just states that the frame \( \mathcal{O}(\Sigma(A)) \) is regular [29].

We recall that an ideal of a lattice \( L \) is a lower set \( U \subseteq L \) that is closed under finite joins; the collection of all ideals in \( L \) is denoted by \( \text{Idl}(L) \). An ideal \( U \) of a distributive lattice \( L \) is regular when \( \downarrow x \subseteq U \) implies \( x \in U \). Any ideal \( U \) can be turned into a regular ideal \( \overline{U} \) by means of the closure operator \( \overline{\cdot} : DL \to DL \) defined by \( \overline{U} = \{ x \in L \mid \forall y \in L, y \ll x \Rightarrow y \in U \} \) [25], with a canonical inclusion as in Proposition 6.2.13.

**6.3.20 Theorem.** The Gelfand spectrum \( \mathcal{O}(\Sigma(A)) \) of a commutative \( C^* \)-algebra \( A \) is isomorphic to the frame \( \text{RIdl}(L_A) \) of all regular ideals of \( L_A \); that is,

\[
\mathcal{O}(\Sigma(A)) \cong \{ U \in \text{Idl}(L_A) \mid (\forall D_b \in L_A, D_b \ll D_a \Rightarrow D_b \in U) \Rightarrow D_a \in U \}.
\]
In this realization, the canonical map \( f : L_A \to \mathcal{O}(\Sigma(A)) \) is given by

\[
f(D_a) = \{ D_c \in L_A \mid \forall D_b \in L_A, D_b \ll D_c \Rightarrow D_b \leq D_a \}.
\]

**Proof.** For a commutative C*-algebra \( A \), the lattice \( L_A \) is strongly normal [29, Theorem 1.11] and, hence, normal. (A distributive lattice is normal if for all \( b_1, b_2 \) with \( b_1 \vee b_2 = 1 \) there are \( c_1, c_2 \) such that \( c_1 \wedge c_2 = 0 \) and \( c_1 \vee b_1 = 1 \) and \( c_2 \vee b_2 = 1 \).) By [25, Theorem 27], regular ideals in a normal distributive lattice form a compact regular frame. The result now follows from [29, Theorem 1.11]. \( \square \)

### 6.3.21 Corollary

The Gelfand spectrum of a commutative C*-algebra \( A \) is given by

\[
\mathcal{O}(\Sigma(A)) \cong \{ U \in \text{Idl}(L_A) \mid \forall a \in A \forall q > 0 \text{-} D_{a-q} \subseteq U \Rightarrow D_a \subseteq U \}.
\]

**Proof.** By combining Lemma 6.3.18 with Theorem 6.3.20. \( \square \)

The following theorem is the key to explicitly determining the external description of the Gelfand spectrum \( \mathcal{O}(\Sigma(A)) \) of a C*-algebra \( A \) in a topos.

### 6.3.22 Theorem

For a commutative C*-algebra \( A \), define a covering relation \( \triangleleft \) on \( L_A \) by \( x \triangleleft U \) iff \( f(x) \leq \bigvee f(U) \), in the notation of Theorem 6.3.20.

1. One has \( \mathcal{O}(\Sigma(A)) \cong \mathcal{F}(L_A, \triangleleft) \), under which \( D_a \mapsto \downarrow \neg \neg D_a \).
2. Then, \( D_a \triangleleft U \) iff for all rational \( q > 0 \) there is a (Kuratowski) finite \( U_0 \subseteq U \) such that \( D_{a-q} \leq \bigvee U_0 \).

**Proof.** Part (a) follows from Proposition 6.2.13. For (b), first assume \( D_a \triangleleft U \) and let \( q \in \mathbb{Q} \) satisfy \( q > 0 \). From (the proof of) Lemma 6.3.16, we have \( D_a \vee D_{q-a} = 1 \), whence \( \bigvee f(U) \vee f(D_{q-a}) = 1 \). Because \( \mathcal{O}(\Sigma(A)) \) is compact, there is a finite \( U_0 \subseteq U \) for which \( \bigvee f(U_0) \vee f(D_{q-a}) = 1 \). Because \( f(D_a) = 1 \) if and only if \( D_a = 1 \) by Theorem 6.3.20, we have \( D_b \vee D_{q-a} = 1 \), where \( D_b = \bigvee U_0 \). By (6.4), we have \( D_{a-q} \wedge D_{q-a} = 0 \) and, hence,

\[
D_{a-q} = D_{a-q} \wedge 1 = D_{a-q} \wedge (D_b \vee D_{q-a}) = D_{a-q} \wedge D_b \leq D_b = \bigvee U_0.
\]

For the converse, notice that \( f(D_a) \leq \bigvee \{ f(D_{a-q}) \mid q \in \mathbb{Q}, q > 0 \} \) by construction. So, from the assumption, we have \( f(D_a) \leq \bigvee f(U) \) and, hence, \( D_a \triangleleft U \). \( \square \)

### 6.4 Bohrification

This section explains the technique of Bohrification. For a (generally) noncommutative C*-algebra \( A \), Bohrification constructs a topos in which \( A \) becomes commutative. More precisely, to any C*-algebra \( A \), we associate a particular commutative C*-algebra \( A^\bullet \) in the Kripke topos \([C(A), \text{Set}]\), where \( C(A) \) is the set of commutative C*-subalgebras of \( A \). By Gelfand duality, the commutative C*-algebra \( A^\bullet \) has a spectrum \( \Sigma(A) \), which is a locale in \([C(A), \text{Set}]\).

#### 6.4.1 To introduce the idea, we outline the general method of Bohrification. We subsequently give concrete examples.
Let $\mathcal{T}_1$ and $\mathcal{T}_2$ be geometric theories whose variables range over only one type, apart from constructible types such as $\mathbb{N}$ and $\mathbb{Q}$. Suppose that $\mathcal{T}_1$ is a subtheory of $\mathcal{T}_2$. There is a functor $C: \text{Model}(\mathcal{T}_1, \text{Set}) \rightarrow \text{Poset}$, defined on objects as $C(A) = \{ C \subseteq A \mid C \in \text{Model}(\mathcal{T}_2, \text{Set}) \}$, ordered by inclusion. On a morphism $f: A \rightarrow B$ of $\text{Model}(\mathcal{T}_1, \text{Set})$, the functor $C$ acts as $C(f): C(A) \rightarrow C(B)$ by the direct image $C \mapsto f(C)$. Hence, there is a functor $T: \text{Model}(\mathcal{T}_1, \text{Set}) \rightarrow \text{Topos}$, defined on objects by $T(A) = [C(A), \text{Set}]$ and determined on morphisms by $T(f)^* = (\_ \circ C(f))$. Define the canonical object $\mathbb{A} \in T(A)$ by $\mathbb{A}(C) = C$, acting on a morphism $D \subseteq C$ of $C(A)$ as the inclusion $\mathbb{A}(D) \hookrightarrow \mathbb{A}(C)$. Then, $\mathbb{A}$ is a model of $\mathcal{T}_2$ in the Kripke topos $T(A)$ by Lemma 6.3.13.

6.4.2 Example. Let $\mathcal{T}_1$ be the theory of groups and $\mathcal{T}_2$ be the theory of Abelian groups. Both are geometric theories, and $\mathcal{T}_2$ is a subtheory of $\mathcal{T}_1$. Then, $C(G)$ is the collection of Abelian subgroups $C$ of $G$, ordered by inclusion, and the functor $G: C \rightarrow C$ is an Abelian group in $T(G) = [C(G), \text{Set}]$.

This resembles the so-called microcosm principle, according to which structure of an internal entity depends on similar structure of the ambient category $[5, 51]$.

We now turn to the setting of our interest: (commutative) C*-algebras. The theory of C*-algebras is not geometric, so it does not follow from the arguments of 6.4.1 that $\mathbb{A}$ will be a commutative C*-algebra in $T(A)$. Theorem 6.4.8 shows that the latter is nevertheless true.

6.4.3 Proposition. There is a functor $C: \text{CStar} \rightarrow \text{Poset}$, defined on objects as $C(A) = \{ C \in \text{cCStar} \mid C \text{ is a C*-subalgebra of } A \}$, ordered by inclusion. Its action $C(f): C(A) \rightarrow C(B)$ on a morphism $f: A \rightarrow B$ of $\text{CStar}$ is the direct image $C \mapsto f(C)$. Hence, there is a functor $T: \text{CStar} \rightarrow \text{Topos}$, defined by $T(A) = [C(A), \text{Set}]$ on objects and $T(f)^* = (\_ \circ C(f))$ on morphisms.

Proof. It suffices to show that $T(f)^*$ is part of a geometric morphism, which follows from $[70, \text{Theorem VII.2.2}]$. \hfill \Box

6.4.4 Example. The following example determines $C(A)$ for $A = \text{Hilb}(\mathbb{C}^2, \mathbb{C}^2)$, the C*-algebra of complex 2 by 2 matrices. Any C*-algebra has a single one-dimensional commutative C*-subalgebra—namely, $C$, the scalar multiples of the unit. Furthermore, any two-dimensional C*-subalgebra is generated by a pair of orthogonal one-dimensional projections. The one-dimensional projections in $A$ are of the form

$$p(x, y, z) = \frac{1}{2} \begin{pmatrix} 1 + x & y + iz \\ y - iz & 1 - x \end{pmatrix},$$  \hspace{1cm} (6.9)$$

where $(x, y, z) \in \mathbb{R}^3$ satisfies $x^2 + y^2 + z^2 = 1$. Thus, the one-dimensional projections in $A$ are precisely parametrized by $S^2$. Because $1 - p(x, y, z) = p(-x, -y, -z)$, and pairs $(p, 1 - p)$ and $(1 - p, p)$ define the same C*-subalgebra, the two-dimensional elements of $C(A)$ are parametrized by $S^2 / \sim$, where $(x, y, z) \sim (-x, -y, -z)$. This space, in turn, is homeomorphic with the real projective plane $\mathbb{R}P^2$—that is, the set of lines in $\mathbb{R}^3$ passing
through the origin. Parametrizing \( \mathcal{C}(A) \cong \{ \mathbb{C} \} + \mathbb{R}\mathbb{P}^2 \), a point \([x, y, z] \in S^2/\sim\) then corresponds to the C*-algebra \( \mathcal{C}_{[x,y,z]} \) generated by the projections \([p(x, y, z), p(-x, -y, -z)]\). The order of \( \mathcal{C}(A) \) is flat: \( C < D \) iff \( C = \mathbb{C} \).

### 6.4.5 Example

We now generalize the previous example to \( A = \text{Hilb}(\mathbb{C}^n, \mathbb{C}^n) \) for any \( n \in \mathbb{N} \). In general, one has \( \mathcal{C}(A) = \bigsqcup_{k=1}^{\infty} \mathcal{C}(k, n) \), where \( \mathcal{C}(k, n) \) denotes the collection of all \( k \)-dimensional commutative unital C*-subalgebras of \( A \). To parametrize \( \mathcal{C}(k, n) \), we first show that each of its elements \( C \) is a unitary rotation \( C = UDU^* \), where \( U \in SU(n) \) and \( D \) is some subalgebra contained in the algebra of all diagonal matrices. This follows from the case \( k = n \) because each element of \( \mathcal{C}(k, n) \) with \( k < n \) is contained in some maximal commutative subalgebra. For \( k = n \), note that \( C \in \mathcal{C}(n, n) \) is generated by \( n \) mutually orthogonal projections \( p_1, \ldots, p_n \) of rank 1. Each \( p_i \) has a single unit eigenvector \( u_i \) with eigenvalue 1; its other eigenvalues are 0. Put these \( u_i \) as columns in a matrix, called \( U \). Then, \( U^* p_i U \) is diagonal for all \( i \), for if \( (e_i) \) is the standard basis of \( \mathbb{C}^n \), then \( U e_i = u_i \) for all \( i \) and, hence, \( U^* p_i U e_i = U^* p_i u_i = U^* u_i = e_i \), whereas for \( i \neq j \), one finds \( U^* p_i U e_j \). Hence, the matrix \( U^* p_i U \) has a 1 at location \( ii \) and a zero everywhere else. All other elements \( a \in C \) are functions of the \( p_i \), so that \( U^* a U \) is equally well diagonal. Hence, \( C = U D_n U^* \), with \( D_n \) the algebra of all diagonal matrices. Thus,

\[
\mathcal{C}(n, n) = \{ U D_n U^* \mid U \in SU(n) \},
\]

with \( D_n = \{ \text{diag}(a_1, \ldots, a_n) \mid a_i \in \mathbb{C} \} \), and \( \mathcal{C}(k, n) \) for \( k < n \) is obtained by partitioning \( \{1, \ldots, n\} \) into \( k \) nonempty parts and demanding \( a_i = a_j \) for \( i, j \) in the same part. However, because of the conjugation with arbitrary \( U \in SU(n) \), two such partitions induce the same subalgebra precisely when they permute parts of equal size. Such permutations may be handled using Young tableaux [43]. The size of a part is of more interest than the part itself, so we define

\[
Y(k, n) = \{ (i_1, \ldots, i_k) \mid 0 < i_1 < i_2 < \cdots < i_k = n, \quad i_{j+1} - i_j \leq i_j - i_{j-1} \}
\]

(where \( i_0 = 0 \)) as the set of partitions inducing different subalgebras. Hence,

\[
\mathcal{C}(k, n) \cong \left\{ (p_1, \ldots, p_k) : p_j \in \text{Proj}(A), \quad (i_1, \ldots, i_k) \in Y(k, n) \mid \dim(\text{Im}(p_j)) = i_j - i_{j-1}, \quad p_j \wedge p_{j'} = 0 \text{ for } j \neq j' \right\}.
\]

Now, because \( d \)-dimensional orthogonal projections in \( \mathbb{C}^n \) bijectively correspond to the \( d \)-dimensional (closed) subspaces of \( \mathbb{C}^n \) they project onto, we can write

\[
\mathcal{C}(k, n) \cong \left\{ (V_1, \ldots, V_k) : (i_1, \ldots, i_k) \in Y(k, n), V_j \in \text{Gr}(i_j - i_{j-1}, n) \mid V_j \cap V_{j'} = 0 \text{ for } j \neq j' \right\},
\]

where \( \text{Gr}(d, n) = U(n)/(U(d) \times U(n - d)) \) is the well-known Grassmannian; that is, the set of all \( d \)-dimensional subspaces of \( \mathbb{C}^n \) [47]. In terms of the partial

\[1\] This space has an interesting topology that is quite different from the Alexandrov topology on \( \mathcal{C}(A) \) but that we nevertheless ignore.
flag manifold

\[ G(i_1, \ldots, i_k; n) = \prod_{j=1}^{k} \text{Gr}(i_j - i_{j-1}, n - i_{j-1}), \]

for \((i_1, \ldots, i_k) \in Y(k, n)\) (see [43]), we finally obtain

\[ \mathcal{C}(k, n) \cong \{ V \in G(i; n) : i \in Y(k, n) \}/\sim, \]

where \(i \sim i'\) if one arises from the other by permutations of equal-sized parts.

This indeed generalizes the previous example \(n = 2\). First, for any \(n\), the set \(\mathcal{C}(1, n)\) has a single element because there is only one Young tableau for \(k = 1\). Second, we have \(Y(2, 2) = \{(1, 2)\}\), so that

\[ \mathcal{C}(2, 2) \cong (\text{Gr}(1, 2) \times \text{Gr}(1, 1))/S(2) \cong \text{Gr}(1, 2)/S(2) \cong \mathbb{CP}^1/S(2) \cong \mathbb{RP}^2. \]

**6.4.6 Definition.** Let \(A\) be a C*-algebra. Define the functor \(\mathcal{A} : \mathcal{C}(A) \to \text{Set}\) by acting on objects as \(\mathcal{A}(C) = C\), and acting on morphisms \(C \subseteq D\) of \(\mathcal{C}(A)\) as the inclusion \(\mathcal{A}(C) \hookrightarrow \mathcal{A}(D)\). We call \(\mathcal{A}\), or the process of obtaining it, the **Bohrification** of \(A\).

**6.4.7 Convention.** We will underline entities internal to \(T(A)\) to distinguish between the internal and external points of view.

The particular object \(\mathcal{A}\) turns out to be a commutative C*-algebra in the topos \(T(A)\), even though the theory of C*-algebras is not geometric.

**6.4.8 Theorem.** Operations inherited from \(A\) make \(\mathcal{A}\) a commutative C*-algebra in \(T(A)\). More precisely, \(\mathcal{A}\) is a vector space over the complex field \(\text{Pt}(\mathbb{C}) : C \mapsto \mathbb{C}\) by

\[
\begin{align*}
0 : 1 &\to A, & + : A \times A &\to A, & \cdot : \text{Pt}(\mathbb{C}) \times A &\to A, \\
0_C(*) = 0, & a +_C b = a + b, & z \cdot_C a = z \cdot a,
\end{align*}
\]

and an involutive algebra through

\[
\begin{align*}
\cdot : A \times A &\to A, & (\_)^* : A &\to A \\
a \cdot_C b = a \cdot b, & (a^*)_C = a^*.
\end{align*}
\]

The norm relation is the subobject \(N \in \text{Sub}(A \times \mathbb{Q}^+)\) given by

\[ N_C = \{(a, q) \in C \times \mathbb{Q}^+ | \|a\| < q\}. \]

**Proof.** Recall (Definition 6.3.3) that a pre-semi-C*-algebra is a C*-algebra that is not necessarily Cauchy complete and whose seminorm is not necessarily a norm. Because the theory of pre-semi-C*-algebras is geometric, Lemma 6.3.13 shows that \(\mathcal{A}\) is a commutative pre-semi-C*-algebra in \(T(A)\), as in 6.4.1. Let us prove that \(\mathcal{A}\) is, in fact, a pre-C*-algebra; that is, that the seminorm is a norm. It suffices to show that \(C \models \forall a \in A \forall q \in \mathbb{Q}^+ . (a, q) \in N \Rightarrow a = 0\) for all \(C \in \mathcal{C}(A)\).
By 6.2.24, this means

for all \( C' \supseteq C \) and \( a \in C' \), if \( C' \models \forall_q (a, q) \in N \), then \( C' \models a = 0 \);

that is, for all \( C' \supseteq C \) and \( a \in C' \), if \( C'' \models (a, q) \in N \) for all \( C'' \supseteq C' \) and \( q \in \Omega^+ \),

then \( C' \models a = 0 \);

that is, for all \( C' \supseteq C \) and \( a \in C' \), if \( \|a\| = 0 \), then \( a = 0 \).

But this holds because every \( C' \) is a C*-algebra.

Finally, we prove that \( A \) is, in fact, a C*-algebra. Because the axiom of dependent choice holds in \( T(A) \) [42], it suffices to prove that every regular Cauchy sequence converges, where a sequence \((x_n)\) is regular Cauchy when \( \|x_n - x_m\| \leq 2^{-n} + 2^{-m} \) for all \( n, m \in \mathbb{N} \). Thus, we need to prove

\[
C \models \forall_{n,m \in \mathbb{N}} \|x_n - x_m\| \leq 2^{-n} + 2^{-m} \Rightarrow \exists_{x \in A, y \in \mathbb{R}} \|x - x_n\| \leq 2^{-n};
\]

that is, for all \( C' \supseteq C \), if \( C' \models \forall_{n,m \in \mathbb{N}} \|x_n - x_m\| \leq 2^{-n} + 2^{-m} \),

then \( C' \models \exists_{x \in A, y \in \mathbb{R}} \|x - x_n\| \leq 2^{-n}; \)

that is, for all \( C' \supseteq C \), if \( C' \models "(x)_n \text{ is regular,}" \) then \( C' \models "(x)_n \text{ converges.}" \)

Once again, this holds because every \( C' \) is a C*-algebra. \( \square \)

### 6.4.9 Applying 6.3.8 to the commutative C*-algebra \( A \) in the topos \( T(A) \), we obtain a locale \( \Sigma(A) \) in that topos. As argued in the Introduction, \( \Sigma(A) \) is the “state space” carrying the logic of the physical system whose observable algebra is \( A \).

An important property of \( \Sigma(A) \) is that it is typically highly nonspatial, as the following theorem proves. This theorem is a localic extension of a topos-theoretic reformulation of the Kochen–Specker theorem [63] attributable to Jeremy Butterfield and Chris Isham [20–23].

### 6.4.10 Theorem. Let \( H \) be a Hilbert space with \( \dim(H) > 2 \), and \( A = \text{Hilb}(H, H) \). The locale \( \Sigma(A) \) has no points.

**Proof.** A point \( \rho : \mathbb{1} \to \Sigma(A) \) of the locale \( \Sigma(A) \) (see 6.2.8) may be combined with \( a \in A_{sa} \), with Gelfand transform \( \hat{a} : \Sigma(A) \to \mathbb{R} \) as in 6.3.10, so as to produce a point \( \hat{a} \circ \rho : \mathbb{1} \to \mathbb{R} \) of the locale \( \mathbb{R} \). This yields a map \( V_{\rho, a} : A_{sa} \to \text{Pt}(\mathbb{R}) \) of \( A_{sa} \). Being a morphism in \( T(A) \), the map \( V_{\rho, a} \) is a natural transformation, with components \( V_{\rho, a}(C) : A_{sa}(C) \to \text{Pt}(\mathbb{R})(C) \); by Definition 6.4.6 and Example 6.2.33, this is just \( V_{\rho, a}(C) : C_{sa} \to \mathbb{R} \). Hence, one has a multiplicative functional \( V_{\rho, a}(C) \) for each \( C \in C(A) \) in the usual sense, with the naturality, or “noncontextuality,” property that if \( C \subseteq D \), then the restriction of \( V_{\rho, a}(D) \) to \( C_{sa} \) is \( V_{\rho, a}(C) \). But that is precisely the kind of function on \( \text{Hilb}(H, H) \) of which the Kochen–Specker theorem proves the nonexistence [63]. \( \square \)

### 6.4.11 The previous theorem holds for more general C*-algebras than \( \text{Hilb}(H, H) \) (for large enough Hilbert spaces \( H \)); see [37] for results on von Neumann algebras. A C*-algebra \( A \) is called simple when its closed two-sided ideals are trivial and infinite when there is an \( a \in A \) with \( a^*a = 1 \) but \( aa^* \neq 1 \) [33].
A simple infinite C*-algebra does not admit a dispersion-free quasi-state [50]; whence the previous theorem holds for such C*-algebras as well.

The rest of this section is devoted to describing the structure of the Gelfand spectrum \( \Sigma(A) \) of the Bohrification \( A \) of \( \mathbb{R} \) from the external point of view.

6.4.12 Theorem. For a C*-algebra \( A \) and each \( C \in \mathcal{C}(A) \), one has \( L_A(C) = L_C \).
Moreover \( L_A(C \subseteq D) : L_C \rightarrow L_D \) is a frame morphism that maps each generator \( D_c \) for \( c \in C_{sa} \) to the same generator for the spectrum of \( D \).

PROOF. This follows from Lemma 6.3.13 and Proposition 6.3.17. \( \square \)

6.4.13 The next corollary interprets \( D_a \prec U \) in our situation, showing that also the covering relation \( \prec \) can be computed locally. To do so, we introduce the notation \( \frac{L_A|\uparrow C}{\downarrow A} \) for the restriction of the functor \( L_A : \mathcal{C}(A) \rightarrow \text{Set} \) to \( \uparrow C \subseteq \mathcal{C}(A) \). Then, \( \Omega L_A(C) \cong \text{Sub}(L_A|\uparrow C) \) by [70, Section II.8]. Hence, by Kripke–Joyal semantics, cf. 6.2.24, the formal variables \( D_a \) and \( U \) in \( C \models D_a \prec U \) for \( C \in \mathcal{C}(A) \) are to be instantiated with actual elements \( D_c \in L_C = L_A(C) \) and a subfunctor \( U : \uparrow C \rightarrow \text{Set} \) of \( L_A|\uparrow C \). Because \( \prec \) is a subfunctor of \( \frac{L_A \times \mathcal{P}(L_A)}{\downarrow A} \), we can speak of \( \prec_U \) for \( C \in \mathcal{C}(A) \) as the relation \( L_A(C) \times \mathcal{P}(L_A) \) induced by evaluation at \( C \).

6.4.14 Corollary. The covering relation \( \prec \) of Theorem 6.3.22 is computed locally. That is, for \( C \in \mathcal{C}(A) \), \( D_c \in L_C \), and \( U \in \text{Sub}(L_A|\uparrow C) \), the following are equivalent:
(a) \( C \models D_a \prec U(D_c, U) \).
(b) \( D_c \prec_U U(C) \).
(c) For every rational \( q > 0 \), there is a finite \( U_0 \subseteq U(C) \) with \( D_{c-q} \leq \sqrt{U_0} \).

PROOF. The equivalence of (a) and (c) follows from Theorem 6.3.22. We prove the equivalence of (b) and (c). Assume, without loss of generality, that \( \sqrt{U_0} \in U \), so that \( U_0 \) may be replaced by \( D_b = \sqrt{U_0} \). Hence, the formula \( D_a \prec U \) in (a) means
\[
\forall q > 0 \exists b \in L_A, (D_b \in U \land D_{a-q} \leq D_b).
\]
We interpret this formula step by step, as in 6.2.24. First, \( C \models (D_a \in U)(D_c, U) \) iff for all \( D \supseteq C \) one has \( D_c \in U(D) \). Because \( U(C) \subseteq U(D) \), this is the case iff \( D_c \in U(C) \). Also, one has \( C \models (D_b \leq D_a)(D_c, D_e) \) iff \( D_c \leq D_e \) in \( L_C \). Hence, \( C \models (\exists b \in L_A) (D_b \in U \land D_{a-q} \leq D_b)(D_c, U) \) iff there is \( D_{c-e} \in U(C) \) with \( D_{c-q} \leq D_c \). Finally, \( C \models (\forall q > 0 \exists b \in L_A) (D_b \in U \land D_{a-q} \leq D_b)(D_{c-e}, U) \) iff for all \( D \supseteq C \) and all rational \( q > 0 \) there is \( D_d \in U(D) \) such that \( D_{c-q} \leq D_d \), where \( D_c \in L_C \subseteq L_D \) by Theorem 6.4.12 and \( U \in \text{Sub}(L_A|\uparrow C) \subseteq \text{Sub}(L_A|\uparrow D) \) by restriction. This holds at all \( D \supseteq C \) iff it holds at \( C \), because \( U(C) \subseteq U(D) \), whence one can take \( D_d = D_{c-e} \).

6.4.15 The following theorem explicitly determines the Gelfand spectrum \( \Sigma(A) \) from the external point of view. It turns out that the functor \( \Sigma(A) \) is completely determined by its value \( \Sigma(A)(C) \) at the least element \( C \) of \( \mathcal{C}(A) \).
Therefore, we abbreviate \( \Sigma(A)(C) \) by \( \Sigma_A \) and call it the Bohrified state space of \( A \).
6.4.16 Theorem. For a C*-algebra $A$:

(a) At $C \in \mathcal{C}(A)$, the set $\mathcal{O}(\Sigma(A))(C)$ consists of the subfunctors $U \in \text{Sub}(L_{\Delta|1C})$ satisfying $D_d \triangleleft_D U(D) \Rightarrow D_d \in U(D)$ for all $D \supseteq C$ and $D_d \in L_D$.

(b) In particular, the set $\mathcal{O}(\Sigma(A))(C)$ consists of the subfunctors $U \in \text{Sub}(L_A)$ satisfying $D_c \triangleleft C U(C) \Rightarrow D_c \in U(C)$ for all $C \in \mathcal{C}(A)$ and $D_c \in L_C$.

(c) The action $\mathcal{O}(\Sigma(A)) \rightarrow \mathcal{O}(\Sigma(A))$ of $\mathcal{O}(\Sigma(A))$ on a morphism $C \subseteq D$ of $\mathcal{C}(A)$ is given by truncating $U : \uparrow C \rightarrow \text{Set}$ to $\uparrow D$.

(d) The external description of $\mathcal{O}(\Sigma(A))$ is the frame morphism

$$f^{-1} : \mathcal{O}(\text{Alx}(\mathcal{C}(A))) \rightarrow \mathcal{O}(\Sigma(A))(C),$$

given on basic opens $\uparrow D \in \mathcal{O}(\text{Alx}(\mathcal{C}(A)))$ by

$$f^{-1}(\uparrow D)(E) = \begin{cases} L_E & \text{if } E \supseteq D, \\ \emptyset & \text{otherwise.} \end{cases}$$

**Proof.** By Theorem 6.3.22(a) and (6.2), $\mathcal{O}(\Sigma(A))$ is the subobject of $\Omega_{L_A}$ defined by the formula $\forall_{D_d \in L_D} D_d \triangleleft U \Rightarrow D_d \in U$. As in 6.4.13, elements $U \in \mathcal{O}(\Sigma(A))(C)$ may be identified with subfunctors of $L_{\Delta|1C}$. Hence, by Corollary 6.4.14, we have $U \in \mathcal{O}(\Sigma(A))$ if and only if

$$\forall_{D \supseteq C} \forall_{D_d \in L_D} \forall_{E \supseteq D} D_d \triangleleft E U(E) \Rightarrow D_d \in U(E),$$

where $D_d$ is regarded as an element of $L_E$. This is equivalent to the apparently weaker condition

$$\forall_{D \supseteq C} \forall_{D_d \in L_D} D_d \triangleleft D U(D) \Rightarrow D_d \in U(D),$$

because the latter applied at $D = E$ actually implies the former condition as $D_d \in L_D$ also lies in $L_E$. This proves (a), (b), and (c). Part (d) follows from Example 6.2.28. \qed

6.5 Projections

This section compares the quantum state spaces $\mathcal{O}(\Sigma(A))$ with quantum logic in the sense of [11]. In the setting of operator algebras, this more traditional quantum logic is concerned with projections; we denote the set of projections of a C*-algebra $A$ by

$$\text{Proj}(A) = \{ p \in A \mid p^* = p = p \circ p \}.$$ 

A generic C*-algebra may not have enough projections: for example, if $A$ is a commutative C*-algebra whose Gelfand spectrum $\Sigma(A)$ is connected, then $A$ has no projections except for 0 and 1. Hence, we need to specialize to C*-algebras that have enough projections. The best-known such class consists of von Neumann algebras but, in fact, the most general class of C*-algebras that are generated by their projections and can easily be Bohrified turns out to consist of so-called Rickart C*-algebras. To motivate
this choice, we start by recalling several types of C*-algebras and known results about their spectra.

6.5.1 Definition. Let \( A \) be a C*-algebra. Define \( R(S) = \{ a \in A \mid \forall s \in S, sa = 0 \} \) to be the right annihilator of some subset \( S \subseteq A \). Then, \( A \) is said to be:

(a) a von Neumann algebra if it is the dual of some Banach space [76];
(b) an AW*-algebra if for each nonempty \( S \subseteq A \) there is a \( p \in \text{Proj}(A) \) satisfying \( R(S) = pA \) [62];
(c) a Rickart C*-algebra if for each \( x \in A \) there is a \( p \in \text{Proj}(A) \) satisfying \( R(\{x\}) = pA \) [74];
(d) a spectral C*-algebra if for each \( a \in A^+ \) and each \( r, s \in (0, \infty) \) with \( r < s \), there is a \( p \in \text{Proj}(A) \) satisfying \( ap \geq rp \) and \( a(1 - p) \leq s(1 - p) \) [83].

In all cases, the projection \( p \) turns out to be unique. Each class contains the previous one(s).

6.5.2 To prepare for what follows, we recall the Stone representation theorem [57]. This theorem states that any Boolean algebra \( B \) (in the topos Set) is isomorphic to the lattice \( B(X) \) of clopen subsets of a Stone space \( X \)—that is, a compact Hausdorff space that is totally disconnected, in that its only connected subsets are singletons. Equivalently, a Stone space is compact, \( T_0 \), and has a basis of clopen sets. The space \( X \) is uniquely determined by \( B \) up to homeomorphism and hence may be written \( \hat{\Sigma}(B) \); one model for it is given by the set of all maximal filters in \( B \), topologized by declaring that for each \( b \in B \), the set of all maximal filters containing \( b \) is a basic open for \( \hat{\Sigma}(B) \). Another description is based on the isomorphism

\[
\mathcal{O}(\hat{\Sigma}(B)) \cong \text{Idl}(B)
\]

of locales, where the left-hand side is the topology of \( \hat{\Sigma}(B) \), and the right-hand side is the ideal completion of \( B \) (seen as a distributive lattice). This leads to an equivalent model of \( \hat{\Sigma}(B) \)—namely, as \( \text{Pt}(\text{Idl}(B)) \) with its canonical topology (cf. 6.2.8); see Corollaries II.4.4 and II.3.3 and Proposition II.3.2 in [57]. Compare this with Theorem 6.3.20, which states that the Gelfand spectrum \( \Sigma(A) \) of a unital commutative C*-algebra \( A \) may be given as

\[
\mathcal{O}(\Sigma(A)) \cong \text{RIdl}(L_A).
\]

The analogy between Equations (6.10) and (6.11) is more than an optical one. A Stone space \( X \) gives rise to a Boolean algebra \( \mathcal{B}(X) \) as well as to a commutative C*-algebra \( C(X, \mathbb{C}) \). Conversely, if \( A \) is a commutative C*-algebra, then \( \text{Proj}(A) \) is isomorphic with the Boolean lattice \( \mathcal{B}(\Sigma(A)) \) of clopens in \( \Sigma(A) \). If we regard \( \Sigma(A) \) as consisting of characters as in 6.3.9, then this isomorphism is given by

\[
\text{Proj}(A) \cong \mathcal{B}(\Sigma(A))
\]

\[
p \mapsto \{ \sigma \in \Sigma(A) \mid \sigma(p) \neq 0 \},
\]

where \( \hat{p} \) is the Gelfand transform of \( p \) as in 6.3.10.

To start with a familiar case, a von Neumann algebra \( A \) is commutative if and only if \( \text{Proj}(A) \) is a Boolean algebra ([73], Proposition 4.16). In that case,
the Gelfand spectrum $\Sigma(A)$ of $A$ may be identified with the Stone spectrum of $\text{Proj}(A)$; passing to the respective topologies, in view of (6.10), we therefore have

$$\mathcal{O}(\Sigma(A)) \cong \text{Idl}(\text{Proj}(A)).$$

(6.12)

In fact, this holds more generally in two different ways: first, it is true for the larger class of Rickart C*-algebras; second, the proof is constructive and, hence, the result holds in arbitrary toposes; see Theorem 6.5.15 to follow. As to the first point, in $\text{Set}$ (where the locales in question are spatial), we may conclude from this theorem that for a commutative Rickart C*-algebra $A$, one has a homeomorphism

$$\Sigma(A) \cong \hat{\Sigma}(\text{Proj}(A)),$$

(6.13)
a result that so far had only been known for von Neumann algebras.

6.5.3 One reason for dissatisfaction with von Neumann algebras is that the preceding correspondence between Boolean algebras and commutative von Neumann algebras is not bijective. Indeed, if $A$ is a commutative von Neumann algebra, then $\text{Proj}(A)$ is complete, so that $\Sigma(A)$ is not merely Stone but Stonean—that is, compact, Hausdorff, and extremely disconnected—in that the closure of every open set is open. (The Stone spectrum of a Boolean algebra $L$ is Stonean if and only if $L$ is complete.) But commutative von Neumann algebras do not correspond bijectively to complete Boolean algebras either because the Gelfand spectrum of a commutative von Neumann algebra is not merely Stone but has the stronger property of being hyperstonean in that it admits sufficiently many positive normal measures ([85], Definition 6.14). Indeed, a commutative C*-algebra $A$ is a von Neumann algebra if and only if its Gelfand spectrum (and, hence, the Stone spectrum of its projection lattice) is hyperstonean.

6.5.4 Theorem. A commutative C*-algebra $A$ is:

1. a von Neumann algebra if and only if $\Sigma(A)$ is hyperstonean ([85], Section III.1);
2. an AW*-algebra if and only if $\Sigma(A)$ is Stonean, if and only if $\Sigma(A)$ is Stone and $B(\Sigma(A))$ is complete ([10], Theorem 1.7.1);
3. a Rickart C*-algebra if and only if $\Sigma(A)$ is Stone and $B(\Sigma(A))$ is countably complete ([10], Theorem 1.8.1);
4. a spectral C*-algebra if and only if $\Sigma(A)$ is Stone ([83], Section 9.7). □

6.5.5 Although spectral C*-algebras are the most general class in Definition 6.5.1, their projections may not form a lattice in the noncommutative case. A major advantage of Rickart C*-algebras is that their projections do, as in the following proposition. Rickart C*-algebras are also of interest for classification programs, as follows. The class of so-called real rank zero C*-algebras has been classified using K-theory. This is a functor $K$ from $\text{CStar}$ to graded Abelian groups. In fact, it is currently believed that real rank zero C*-algebras are the widest class of C*-algebras for which $A \cong B$ if and only if $K(A) \cong K(B)$ ([75], Section 3). Rickart C*-algebras are always real rank zero ([12], Theorem 6.1.2).

6.5.6 Proposition. Let $A$ be a Rickart C*-algebra.

(a) If it is ordered by $p \leq q \iff pA \subseteq qA$, then $\text{Proj}(A)$ is a countably complete lattice ([10], Proposition 6.3.7, and Lemma 6.8.3).
(b) If \( A \) is commutative, then it is the (norm-)closed linear span of \( \text{Proj}(A) \) ([10], Proposition 1.8.1.(3)).

(c) If \( A \) is commutative, then it is monotone countably complete; that is, each increasing bounded sequence in \( A_{\text{s}} \) has a supremum in \( A \) ([83], Proposition 9.2.6.1).

\[ \square \]

6.5.7 Definition 6.5.1(a) requires the so-called ultraweak or \( \sigma \)-weak topology, which is hard to internalize to a topos. There are constructive definitions of von Neumann algebras [35, 82], but they rely on the strong operator topology, which is hard to internalize too. Furthermore, the latter rely on the axiom of dependent choice. Although this holds in Kripke toposes, we prefer to consider Rickart C*-algebras. All one loses in this generalization is that the projection lattice is only countably complete instead of complete—this is not a source of tremendous worry because countable completeness of \( \text{Proj}(A) \) implies completeness if \( A \) has a faithful representation on a separable Hilbert space. Moreover, Rickart C*-algebras can easily be Bohrified, as Theorem 6.5.10 shows.

6.5.8 Proposition. For a commutative C*-algebra \( A \), the following are equivalent:

1. \( A \) is Rickart.
2. For each \( a \in A \), there is a (unique) \( [a] = 0 \in \text{Proj}(A) \) such that \( a[a] = 0 \), and \( b = b[a] = 0 \) when \( ab = 0 \).
3. For each \( a \in A_{\text{s}} \), there is a (unique) \( [a] > 0 \in \text{Proj}(A) \) such that \( [a] > 0[a] = a^+ \) and \( [a] > 0[−a] = 0 \).

Proof. For the equivalence of (a) and (b), we refer to [10, Proposition 1.3.3]. Assuming (b) and defining \( [a] = 1 - [a^+] = 0 \), we have

\[
[a > 0]a = (1 - [a^+] = 0)(a^+ - a^-)
= a^+ - a^- - a^+[a^+] = 0 + a^-[a^+] = 0
= a^+, \quad \text{(because } a^-a^+ = 0, \text{ so that } a^-[a^+] = a^-)\]

and, similarly, \( a^-[a > 0] = a^- - a^-[a^+] = 0 = 0 \), whence

\[
[a > 0][−a > 0] = [a > 0](1 - ((−a)^+ = 0])
= [a > 0] - [a > 0][a^- = 0] = 0, \quad \text{(because } [a^-[a > 0] = 0)\]

establishing (c). For the converse, notice that it suffices to handle the case \( a \in A^+ \); decomposing general \( a \in A \) into four positives, we obtain \( [a] = 0 \) by multiplying the four associated projections. Assuming (c) and \( a \in A^+ \), define \( [a] = 0 \) = \( 1 - [a > 0] \). Then, \( a[a] = 0 = (1 - [a > 0]) = a^+ - a[a > 0] = 0 \). If \( ab = 0 \) for \( b \in A \), then

\[ D_{b[a] > 0} = D_{b[a] > 0} = D_b \wedge D_{a[a] > 0} = D_b \wedge D_a = D_{ba} = D_0, \]

so that \( b[a < 0] \preceq 0 \) by 6.3.11. That is, \( b[a < 0] \leq n \cdot 0 = 0 \) for some \( n \in \mathbb{N} \). \( \square \)

6.5.9 Parallel to Proposition 6.4.3, we define \( C_R(A) \) to be the collection of all commutative Rickart C*-subalgebras \( C \) of \( A \), and \( T_R(A) = [C_R(A), \text{Set}] \). The
Bohrification $A$ of a Rickart C*-algebra $A$ is then defined by $A(C) = C$, just as in Definition 6.4.6.

6.5.10 Theorem. Let $A$ be a Rickart C*-algebra. Then, $A$ is a commutative Rickart C*-algebra in $T_R(A)$.

**Proof.** By Theorem 6.4.8, we already know that $A$ is a commutative C*-algebra in $T_R(A)$. Proposition 6.5.8 captures the property of a commutative C*-algebra being Rickart in a geometric formula. Hence, by Lemma 6.3.13, $A$ is Rickart because every $C \in C_R(A)$ is. \hfill \Box

We now work toward an explicit formula for the external description of the Gelfand spectrum of the Bohrification of a Rickart C*-algebra.

6.5.11 Lemma. Let $A$ be a commutative Rickart C*-algebra and $a, b \in A$ self-adjoint. If $ab \geq a$, then $a \preceq b$, i.e. $D_a \leq D_b$.

**Proof.** If $a \preceq b$, then certainly $a \preceq ab$. Hence, $D_a \leq D_{ab} = D_a \land D_b$. In other words, $D_a \leq D_b$, whence $a \preceq b$. \hfill \Box

6.5.12 Definition. Recall that a function $f$ between posets satisfying $f(x) \geq f(y)$ when $x \leq y$ is called antitone. A pseudocomplement on a distributive lattice $L$ is an antitone function $\neg: L \to L$ satisfying $x \land \neg y = 0$ iff $x \leq \neg y$. Compare 6.2.2.

6.5.13 Proposition. For a commutative Rickart C*-algebra $A$, the lattice $L_A$ has a pseudocomplement, determined by $\neg D_a = D_{[a = 0]}$ for $a \in A^+$.

**Proof.** Without loss of generality, let $b \leq 1$. Then,

$$D_a \land D_b = 0 \iff D_{ab} = D_0$$
$$\iff ab = 0$$
$$\iff b[a = 0] = b$$
$$\iff b \preceq [a = 0]$$
$$\iff D_b \leq D_{[a = 0]} = \neg D_a.$$ 

To see that $\neg$ is antitone, suppose that $D_a \leq D_b$. Then, $a \preceq b$, so $a \leq nb$ for some $n \in \mathbb{N}$. Hence, $[b = 0]a \leq [b = 0]bn = 0$, so that $\neg D_b \land D_a = D_{[b = 0]a} = 0$ and therefore $\neg D_b \leq \neg D_a$. \hfill \Box

6.5.14 Lemma. If $A$ is a commutative Rickart C*-algebra, then the lattice $L_A$ satisfies $D_a \leq \bigvee_{r \in \mathbb{Q}^+} D_{[a - r > 0]}$ for all $a \in A^+$.

**Proof.** Because $[a > 0]a = a^+ \geq a$, Lemma 6.5.11 gives $a \preceq [a > 0]$ and therefore $D_a \leq D_{[a > 0]}$. Also, for $r \in \mathbb{Q}^+$ and $a \in A^+$, one has $1 \leq \frac{2}{r}((r - a) \lor a)$, whence

$$[a - r > 0] \leq \frac{2}{r}((r - a) \lor a)[a - r > 0] = \frac{2}{r}(a[a - r > 0]).$$

Lemma 6.5.11 then yields $D_{[a - r > 0]} \leq D_{\frac{2}{r}a} = D_a$. In total, we have $D_{[a - r > 0]} \leq D_a \leq D_{[a > 0]}$ for all $r \in \mathbb{Q}^+$, from which the statement follows. \hfill \Box
The following simplifies Theorem 6.3.20 by restricting to Rickart C*-algebras.

6.5.15 Theorem. The Gelfand spectrum \( O(\Sigma(A)) \) of a commutative Rickart C*-algebra \( A \) is isomorphic to the frame \( \text{Idl}(\text{Proj}(A)) \) of ideals of \( \text{Proj}(A) \). Hence, the regularity condition may be dropped if one uses \( \text{Proj}(A) \) instead of \( L_A \). Moreover, \( O(\Sigma(A)) \) is generated by the sublattice \( P_A = \{ D_a \in L_A \mid a \in A^+, \neg \neg \neg D_a = D_a \} \) of “clopens” of \( L_A \), which is Boolean by construction.

**Proof.** Because \( \neg \neg D_p = D_{1-p} \) for \( p \in \text{Proj}(A) \), we have \( \neg \neg \neg D_p = D_p \). Conversely, \( \neg \neg \neg D_a = D_{[a>0]} \), so that each element of \( P_A \) is of the form \( D_a = D_p \) for some \( p \in \text{Proj}(A) \). So \( P_A = \{ D_p \mid p \in \text{Proj}(A) \} \cong \text{Proj}(A) \) because each projection \( p \in \text{Proj}(A) \) may be selected as the unique representative of its equivalence class \( D_p \) in \( L_A \). By Lemma 6.5.14, we may use \( \text{Proj}(A) \) instead of \( L_A \) as the generating lattice for \( O(\Sigma(A)) \). So \( O(\Sigma(A)) \) is the collection of regular ideals of \( \text{Proj}(A) \) by Theorem 6.3.20. But, because \( \text{Proj}(A) \cong P_A \) is Boolean, all its ideals are regular, as \( D_p \ll D_p \) for each \( p \in \text{Proj}(A) \) [57]. This establishes the statement \( O(\Sigma(A)) \cong \text{Idl}(\text{Proj}(A)) \). \( \square \)

We can now give a concise external description of the Gelfand spectrum of the Bohrification of a Rickart C*-algebra \( A \), simplifying Theorem 6.4.16.

6.5.16 Theorem. The Bohrified state space \( \Sigma_A \) of a Rickart C*-algebra \( A \) is given by

\[
O(\Sigma_A) \cong \{ F: \mathcal{C}(A) \to \text{Set} \mid F(C) \in O(\Sigma(C)) \text{ and } \Sigma(C \subseteq D)(F(C)) \subseteq F(D) \text{ if } C \subseteq D \}.
\]

It has a basis given by

\[
\mathcal{B}(\Sigma_A) = \{ G: \mathcal{C}(A) \to \text{Proj}(A) \mid G(C) \in \text{Proj}(C) \text{ and } G(C) \leq G(D) \text{ if } C \subseteq D \}.
\]

More precisely, there is an injection \( f: \mathcal{B}(\Sigma_A) \to O(\Sigma_A) \) given by \( f(G)(C) = \text{supp}(\tilde{G}(C)) \), using the Gelfand transform of 6.3.10 in \( \text{Set} \). Each \( F \in O(\Sigma_A) \) can be expressed as \( F = \sqrt{\{ f(G) \mid G \in \mathcal{B}(\Sigma_A), f(G) \leq F \}} \).

**Proof.** By (the proof of) Theorem 6.5.15, one can use \( \text{Proj}(C) \) instead of \( L_A(C) \) as a generating lattice for \( O(\Sigma(A)) \). Translating Theorem 6.4.16(b) in these terms yields that \( O(\Sigma_A) \) consists of subfunctors \( U \) of \( L_A(C) \) for which \( U(C) \in \text{Idl}(\text{Proj}(C)) \) at each \( C \in \mathcal{C}(A) \). Notice that Theorem 6.4.16 holds in \( T_R(A) \) as well as in \( T(A) \) (by interpreting Theorem 6.3.22 in the former instead of in the latter topos). Thus, we obtain a frame isomorphism \( \text{Idl}(\text{Proj}(C)) \cong O(\Sigma(C)) \) and the description in the statement. \( \square \)

6.5.17 Corollary. If \( A \) is finite-dimensional, then

\[
O(\Sigma_A) \cong \{ G: \mathcal{C}(A) \to \text{Proj}(A) \mid G(C) \in \text{Proj}(C) \text{ and } G(C) \leq G(D) \text{ if } C \subseteq D \}.
\]

This is a complete Heyting algebra under pointwise order with respect to the usual ordering of projections. As shown in [24], the lattice \( O(\Sigma_A) \) is not Boolean whenever \( A \) is noncommutative, so that the intrinsic logical structure carried by \( \Sigma_A \) is intuitionistic. This fact may be related conceptually to the fact that the passage from the initial
noncommutative C*-algebra $A$ to its Bohrification $A$ involves some loss of information. Furthermore, compared with the standard formalism of von Neumann, in which single projections are interpreted as (atomic) propositions, it now appears that in our “Bohrified” description, each atomic proposition $G \in \mathcal{O}(\Sigma_A)$ consists of a family of projections, one (namely, $G(C)$) for each classical context $C \in \mathcal{C}(A)$.

We now examine the connection with quantum logic in the usual sense in some more detail. To do so, we assume that $A$ is a Rickart C*-algebra, in which case it follows from Example 6.3.6 that $\text{Proj}(A)$ is a countably complete orthomodular lattice. This includes the situation in which $A$ is a von Neumann algebra, in which case $\text{Proj}(A)$ is a complete orthomodular lattice [73]. For the sake of completeness, we recall:

**6.5.18 Definition.** A (complete) lattice $X$ is called **orthomodular** when it is equipped with a function $\perp : X \to X$ that satisfies:

1. $x^{\perp\perp} = x$.
2. $y^\perp \leq x^\perp$ when $x \leq y$.
3. $x \wedge x^\perp = 0$ and $x \vee x^\perp = 1$.
4. $x \vee (y \wedge x^\perp) = y$ when $x \leq y$.

The first three requirements are sometimes called (1) “double negation,” (2) “contraposition,” (3) “noncontradiction” and “excluded middle;” but, as argued in the Introduction, one should refrain from names suggesting a logical interpretation. If these are satisfied, the lattice is called **orthocomplemented**. The requirement (4), called the orthomodular law, is a weakening of distributivity.

Hence, a Boolean algebra is a lattice that is at the same time a Heyting algebra and an orthomodular lattice with the same operations; that is, $x = x^{\perp\perp}$ for all $x$, where $x^\perp$ is defined to be $(x \Rightarrow 0)$. It is usual to denote the latter by $\neg x$ instead of $x^\perp$ in case the algebra is Boolean.

Using the description of the previous theorem, we are now in a position to compare our Bohrified state space $\mathcal{O}(\Sigma_A)$ with the traditional “quantum logic” $\text{Proj}(A)$. To do so, we recall an alternative characterization of orthomodular lattices.

**6.5.19 Definition.** A (complete) **partial Boolean algebra** is a family $(B_i)_{i \in I}$ of (complete) Boolean algebras whose operations coincide on overlaps:

- Each $B_i$ has the same least element 0.
- $x \Rightarrow_i y$ if and only if $x \Rightarrow_j y$, when $x, y \in B_i \cap B_j$.
- If $x \Rightarrow_i y$ and $y \Rightarrow_j z$, then there is a $k \in I$ with $x \Rightarrow_k z$.
- $\neg_i x = \neg_j x$ when $x \in B_i \cap B_j$.
- $x \vee_i y = x \vee_j y$ when $x, y \in B_i \cap B_j$.
- If $y \Rightarrow_i \neg_i x$ for some $x, y \in B_i$, and $x \Rightarrow_j z$ and $y \Rightarrow_k z$, then $x, y, z \in B_l$ for some $l \in I$.

**6.5.20** The requirements of a partial Boolean algebra imply that the amalgamation $\mathcal{A}(B) = \bigcup_{i \in I} B_i$ carries a well-defined structure $\vee, \wedge, 0, 1, \perp$, under which it becomes an orthomodular lattice. For example, $x^\perp = \neg_i x$ for $x \in B_i \subseteq \mathcal{A}(B)$. Conversely, any orthomodular lattice $X$ is a partial Boolean algebra, in which $I$ is the collection of all orthogonal subsets of $\mathcal{A}(B)$ and $B_i$ is the sublattice of $\mathcal{A}(B)$ generated by $I$. Here, a subset $E \subseteq \mathcal{A}(B)$ is called orthogonal when pairs
(x, y) of different elements of E are orthogonal (i.e., x ≤ y⊥). The generated
sublattices Bi are therefore automatically Boolean. If we order I by inclusion,
then Bi ⊆ B j when i ≤ j. Thus, there is an isomorphism between the categories
of orthomodular lattices and partial Boolean algebras [34, 40, 61, 63].

6.5.21 A similar phenomenon occurs in the Heyting algebra B(ΣA) of
Theorem 6.5.16, when this is complete, which is the case for AW*-algebras
and, in particular, for von Neumann algebras (provided, of course, that we re-
quire CA to consist of commutative subalgebras in the same class). Indeed, we
can think of B(ΣA) as an amalgamation of Boolean algebras: just as every Bi
in Definition 6.5.19 is a Boolean algebra, every Proj(C) in Theorem 6.5.16 is a
Boolean algebra. Hence, the fact that the set I in Definition 6.5.19 is replaced by
the partially ordered set CA and the requirement in Theorem 6.5.16 that G be
monotone are responsible for making the partial Boolean algebra CA into a
Heyting algebra. Indeed, this construction works more generally, as the following
theorem shows. (Compare also [46] and [88], which write an orthomodular lattice
as a sheaf of Boolean and distributive ones, respectively.)

6.5.22 Theorem. Let (I, ≤) be a partially ordered set and Bi be an I-indexed
family of complete Boolean algebras such that Bi ⊆ B j if i ≤ j. Then,

\[ B(B) = \{ f : I \to \bigcup_{i \in I} B_i \mid \forall i \in I . f(i) \in B_i \text{ and } f \text{ monotone} \} \]

is a complete Heyting algebra, with Heyting implication

\[ (g \Rightarrow h)(i) = \bigvee\{x \in B_i \mid \forall j \geq i . x \leq g(j) \Rightarrow h(j)\}. \]

Proof. Defining operations pointwise makes Y into a frame. For example,
f ∧ g, defined by \((f \land g)(i) = f(i) \land g(i)\), is again a well-defined monotone
function whose value at i lies in Bi. Hence, as in Definition 6.2.4, B(B) is a com-
plete Heyting algebra by \((g \Rightarrow h) = \bigvee\{ f \in Y \mid f \land g \leq h \}\). We now rewrite
this Heyting implication:

\[ (g \Rightarrow h)(i) = \left( \bigvee\{ f \in B(B) \mid f \land g \leq h\} \right) (i) \]

\[ = \bigvee\{ f(i) \mid f \in B(B), f \land g \leq h \} \]

\[ = \bigvee\{ f(i) \mid f \in B(B), \forall j \in I . f(j) \land g(j) \leq h(j) \} \]

\[ = \bigvee\{ f(i) \mid f \in B(B), \forall j \in I . f(j) \leq g(j) \Rightarrow h(j) \} \]

\[ = \bigvee\{ x \in B_i \mid \forall j \geq i . x \leq g(j) \Rightarrow h(j) \}. \]

To finish the proof, we establish the marked equation. First, suppose that \( f \in B(B) \) satisfies \( f(j) \leq g(j) \Rightarrow h(j) \) for all \( j \in I \). Take \( x = f(i) \in B_i \). Then, for
all \( j \geq i \), we have \( x = f(i) \leq f(j) \leq g(j) \Rightarrow h(j) \). Hence, the left-hand side
of the marked equation is less than or equal to the right-hand side. Conversely,
suppose that \( x \in B_i \) satisfies \( x \leq g(j) \Rightarrow h(j) \) for all \( j \geq i \). Define \( f : I \to \bigcup_{i \in I} B_i \) by \( f(j) = x \) if \( j \geq i \) and \( f(j) = 0 \) otherwise. Then, \( f \) is monotone
and \( f(i) \in B_i \) for all \( i \in I \), whence \( f \in Y \). Moreover, \( f(j) \leq g(j) \Rightarrow h(j) \) for
all \( j \in I \). Because \( f(i) \leq x \), the right-hand side is less than or equal to the left-hand side.

\( \square \)

6.5.23 Proposition. Let \((I, \leq)\) be a partially ordered set. Let \((B_i)_{i \in I}\) be complete partial Boolean algebra and suppose that \(B_i \subseteq B_j\) for \(i \leq j\). Then, there is an injection \(D: \mathcal{A}(B) \to \mathcal{B}(B)\). This injection reflects the order: if \(D(x) \leq D(y)\) in \(Y\), then \(x \preceq y\) in \(X\).

**Proof.** Define \(D(x)(i) = x\) if \(x \in B_i\) and \(D(x)(i) = 0\) if \(x \notin B_i\). Suppose that \(D(x) = D(y)\). Then, for all \(i \in I\), we have \(x \in B_i\) iff \(y \in B_i\). Because \(x \in \mathcal{A}(B) = \bigcup_{j \in I} B_j\), there is some \(i \in I\) with \(x \in B_i\). For this particular \(i\), we have \(x = D(x)(i) = D(y)(i) = y\). Hence, \(D\) is injective. If \(D(x) \leq D(y)\) for \(x, y \in \mathcal{A}(B)\), pick \(i \in I\) such that \(x \in B_i\). Unless \(x = 0\), we have \(x = D(x)(i) \leq D(y)(i) = y\).

\( \square \)

6.5.24 In the situation of the previous proposition, the Heyting algebra \(\mathcal{B}(B)\) comes with its Heyting implication, whereas the orthomodular lattice \(\mathcal{A}(B)\) has a so-called **Sasaki hook** \(\Rightarrow_S\), satisfying the adjunction \(x \preceq y \Rightarrow_S z\) iff \(x \land y \leq z\) only for \(y\) and \(z\) that are compatible. This is the case if and only if \(y\) and \(z\) generate a Boolean subalgebra; that is, if and only if \(y, z \in B_i\) for some \(i \in I\). In that case, the Sasaki hook \(\Rightarrow_S\) coincides with the implication \(\Rightarrow\) of \(B_i\). Hence,

\[
(D(x) \Rightarrow D(y))(i) = \bigvee\{z \in B_i \mid \forall j \geq i, z \leq D(x)(j) \Rightarrow D(y)(j)\}
\]

\[
= \bigvee\{z \in B_i \mid z \leq x \Rightarrow y\}
\]

\[
= (x \Rightarrow_S y).
\]

In particular, we find that \(\Rightarrow\) and \(\Rightarrow_S\) coincide on \(B_i \times B_i\) for \(i \in I\); furthermore, this is precisely the case in which the Sasaki hook satisfies the defining adjunction for (Heyting) implications.

However, the canonical injection \(D\) need not turn Sasaki hooks into implications in general. One finds that

\[
D(x \Rightarrow_S y)(i) = \begin{cases} 
    x^\perp \lor (x \land y) & \text{if } x \Rightarrow_S y \in B_i \\
    0 & \text{otherwise}
\end{cases}
\]

\[
(D(x) \Rightarrow D(b))(i) = \bigvee\left\{z \in B_i \mid \forall j \geq i, z \leq \begin{cases} 
    1 & \text{if } x \notin B_j \\
    x^\perp & \text{if } x \in B_j, y \notin B_j \\
    x^\perp \lor y & \text{if } x, y \in B_j
\end{cases}\right\}.
\]

So, if \(x \notin B_j\) for any \(j \geq i\), we have \(D(x \Rightarrow_S y)(i) = 0 \neq 1 = (D(x) \Rightarrow D(y))(i)\).

6.5.25 To end this section, we consider the so-called Bruns–Lakser completion [17, 27, 84]. The Bruns–Lakser completion of a complete lattice is a complete Heyting algebra that contains the original lattice join-densely. It is the universal in that this inclusion preserves existing distributive joins. Explicitly, the Bruns–Lakser completion of a lattice \(L\) is the collection \(\text{DIdl}(L)\) of its distributive ideals. Here, an ideal \(M\) is called **distributive** when \((\bigvee M)\) exists and \((\bigvee M) \land x = \bigvee_{m \in M} (m \land x)\) for all \(x \in L\). Now, consider the orthomodular
lattice $X$ with the following Hasse diagram:

```
    1
   / |
  c  b
 / \
\ a  b d
```

This contains precisely five Boolean algebras; namely, $B_0 = \{0, 1\}$ and $B_i = \{0, 1, i, i^\perp\}$ for $i \in \{a, b, c, d\}$. Hence, $X = \mathcal{A}(B)$ when we take $I = \{0, a, b, c, d\}$ ordered by $i < j$ iff $i = 0$. The monotony requirement in $\mathcal{B}(B)$ becomes $\forall_{i \in \{a, b, c, d\}}. f(0) \leq f(i)$. If $f(0) = 0 \in B_0$, this requirement is vacuous. But, if $f(0) = 1 \in B_0$, the other values of $f$ are already fixed. Thus, one finds that $\mathcal{B}(B) \cong (B_1 \times B_2 \times B_3 \times B_4) + 1$ has 257 elements.

Conversely, the distributive ideals of $X$ are given by

$$\text{DI}(X) = \left\{ \left( \bigcup_{x \in A} \downarrow x \right) \cup \left( \bigcup_{y \in B} \downarrow y \right) \mid A \subseteq \{a, b, c, d, d^\perp\}, B \subseteq \{a^\perp, b^\perp, c^\perp\} \right\} - \{\emptyset\} + \{X\}.$$

In the terminology of [84],

$$\mathcal{J}_{\text{dis}}(x) = \{S \subseteq \downarrow x \mid x \in S\};$$

that is, the covering relation is the trivial one and $\text{DI}(X)$ is the Alexandrov topology (as a frame/locale). We are unaware of instances of the Bruns–Lakser completion of orthomodular lattices that occur naturally in quantum physics but lead to Heyting algebras different from ideal completions. The set $\text{DI}(X)$ has 72 elements.

The canonical injection $D$ of Proposition 6.5.23 need not preserve the order; hence, it does not satisfy the universal requirement of which the Bruns–Lakser completion is the solution. Therefore, it is unproblematic to conclude that the construction in Theorem 6.5.22 differs from the Bruns–Lakser completion.

## 6.6 States and Observables

This final section considers some relationships between the external C*-algebra $A$ and its Bohrification $\mathcal{A}_\text{sa}$. For example, we discuss how a state on $A$ in the operator algebraic sense gives rise to a probability integral on $A_{\text{sa}}$ within $\mathcal{T}(A)$. The latter corresponds to a suitably adapted version of a probability measure on $\mathcal{O}(\Sigma(A))$, justifying the name “Bohrified” state space. We also consider how so-called Daseinisation translates an external proposition about an observable $a \in A_{\text{sa}}$ into a subobject of the Bohrified state space. The internalized state and observable are then combined to give a truth value.

### 6.6.1 Definition. A linear functional $\rho: A \to \mathbb{C}$ on a C*-algebra $A$ is called **positive** when $\rho(A^+) \subseteq \mathbb{R}^+$. It is a **state** when it is positive and satisfies $\rho(1) = 1$. 
A state $\rho$ is pure when $\rho = t\rho' + (1 - t)\rho''$ for some $t \in (0, 1)$ and some states $\rho'$, $\rho''$ implies $\rho' = \rho''$. Otherwise, it is called mixed. A state is called faithful when $\rho(a) = 0$ implies $a = 0$ for all $a \in A^+$.

States are automatically Hermitian, in the sense that $\rho(a^*)$ is the complex conjugate of $\rho(a)$ or, equivalently, $\rho(a) \in \mathbb{R}$ for $a \in A_{sa}$.

### 6.6.2 Example

If $A = \text{Hilb}(X, X)$ for some Hilbert space $X$, each unit vector $x \in X$ defines a pure state on $A$ by $\rho_x(a) = \langle x | a(x) \rangle$. Normal mixed states $\rho$ arise from countable sequences $(r_i)$ of numbers satisfying $0 \leq r_i \leq 1$ and $\sum_i r_i = 1$, coupled with a family $(x_i)$ of $x_i \in X$, through $\rho(a) = \sum_i r_i \rho_{x_i}(a)$. This state is faithful when $(x_i)$ comprises an orthonormal basis of $X$ and each $r_i > 0$.

Taking Bohr’s doctrine of classical concepts seriously means accepting that two operators can only be added in a meaningful way when they commute, leading to the following notion $[1, 18, 19, 71]$.

### 6.6.3 Definition

A quasilinear functional on a C*-algebra $A$ is a map $\rho : A \to \mathbb{C}$ that is linear on all commutative subalgebras and satisfies $\rho(a + ib) = \rho(a) + i\rho(b)$ for all (possibly noncommuting) $a, b \in A_{sa}$. It is called positive when $\rho(A^+) \subseteq A^+$, and it is called a quasistate when furthermore $\rho(1) = 1$.

This kind of quasilinearity determines when some property $P$ of $A$ descends to a corresponding property $P$ for the Bohrification $A$, as the following lemma shows. To be precise, for $P \subseteq A$, define $P \in \text{Sub}(A)$ by $P(C) = P \cap C$. A property $P \subseteq A$ is called quasilinear when $a, b \in P \cap A_{sa}$ implies $ra + isb \in P$ for all $r, s \in \mathbb{R}$.

### 6.6.4 Lemma

Let $A$ be a C*-algebra, and let $P \subseteq A$ be a quasilinear property. Then, $P = A$ if and only if $P = A$.

**Proof.** One implication is trivial; for the other, suppose that $P = A$. For $a \in A$, denote by $C^*(a)$ the C*-subalgebra generated by $a$ (and 1). When $a$ is self-adjoint, $C^*(a)$ is commutative. So $A_{sa} \subseteq P$, whence by quasilinearity of $P$ and the unique decomposition of elements in a real and imaginary part, we have $A \subseteq P$. $\square$

### 6.6.5 Definition

An integral on a Riesz space $R$ is a linear functional $I : R \to \mathbb{R}$ that is positive (i.e., if $f \geq 0$ then also $I(f) \geq 0$). If $R$ has a strong unit 1 (see Definition 6.3.14), then an integral $I$ satisfying $I(1) = 1$ is called a probability integral. An integral $I$ is faithful when $I(f) = 0$ and $f \geq 0$ imply $f = 0$.

### 6.6.6 Example

Except in the degenerate case $I(1) = 0$, any integral can obviously be normalized to a probability integral. The prime example of an integral is the Riemann or Lebesgue integral on the ordered vector space $C([0, 1], \mathbb{C})$. More generally, any positive linear functional on a commutative C*-algebra provides an example, states yielding probability integrals.

### 6.6.7 Definition

Let $R$ be a Riesz space. We now define the locale $I(R)$ of probability integrals on $R$. First, let $\text{Int}(R)$ be the distributive lattice freely generated...
by symbols $P_f$ for $f \in R$, subject to the relations

\begin{align*}
P_1 &= 1, \\
P_f \land P_{-f} &= 0, \\
P_{f+g} &\leq P_f \lor P_g, \\
P_f &= 0 \quad \text{(for } f \leq 0). 
\end{align*}

This lattice generates a frame $\mathcal{O}(\mathcal{I}(R))$ by furthermore imposing the regularity condition

\[ P_f = \bigvee \{P_{f-q} \mid q \in \mathbb{Q}, q > 0\}. \]

6.6.8 Classically, points $p$ of $\mathcal{I}(R)$ correspond to probability integrals $I$ on $R$, by mapping $I$ to the point $p_I$ given by $p_I(P_f) = 1$ if $I(f) > 0$. Conversely, a point $p$ defines an integral $I_p = \left(\{q \in \mathbb{Q} \mid p \models P_{f-q}\}, \{r \in \mathbb{Q} \mid p \models P_{r-f}\}\right)$, which is a Dedekind cut by the relations imposed on $P_c$, as in Example 6.2.33. Therefore, intuitively, $P_f = \{\rho : R \to \mathbb{R} \mid \rho(f) > 0, \rho \text{ positive linear}\}$.

Classically, for a locally compact Hausdorff space $X$, the Riesz-Markov theorem provides a duality between integrals on a Riesz space $\{f \in C(X, \mathbb{R}) \mid \text{supp}(f) \text{ compact}\}$ and regular measures on the Borel subsets of $X$. Constructively, one uses so-called valuations, which are only defined on open subsets of $X$, instead of measures. Theorem 6.6.13 gives a constructively valid version of the Riesz–Markov theorem. In preparation, we consider a suitable constructive version of measures.

6.6.9 Classically, points of the locale $\mathbb{R}$ of Example 6.2.33 are Dedekind cuts $(L, U)$ (and $\mathcal{O}(\mathbb{R})$ is the usual Euclidean topology). We now introduce two variations on the locale $\mathbb{R}$. First, consider the locale $\mathbb{R}_l$ that is generated by formal symbols $q \in \mathbb{Q}$ subject to the following relations:

\[ q \land r = \min(q, r), \quad q = \bigvee \{r \mid r > q\}, \quad 1 = \bigvee \{q \mid q \in \mathbb{Q}\}. \]

Classically, its points are lower reals, and locale morphisms to $\mathbb{R}_l$ correspond to lower-semicontinuous real-valued functions. Restricting generators to $0 \leq q \leq 1$ yields a locale denoted $[0, 1]_l$.

6.6.10 Second, let $\mathbb{I}\mathbb{R}$ be the locale defined by the very same generators $(q, r)$ and relations as in Example 6.2.33, except that we omit the fourth relation $(q, r) = (q, r_1) \lor (q_1, r)$ for $q \leq q_1 \leq r_1 \leq r$. The effect is that, classically, points of $\mathbb{I}\mathbb{R}$ again correspond to pairs $(L, U)$ as in Example 6.2.33, except that the lower real $L$ and the upper real $U$ need not combine into a Dedekind cut, as the “kissing” requirement is no longer in effect. Classically, a point $(L, U)$ of $\mathbb{I}\mathbb{R}$ corresponds to a compact interval $[\sup(L), \inf(U)]$ (including the singletons $[x, x] = \{x\}$). Ordered by reverse inclusion, the topology they carry is the Scott topology [2], whose closed sets are lower sets that are closed under directed joins. Hence, each open interval $(q, r)$ in $\mathbb{R}$ (with $q = -\infty$ and $r = \infty$ allowed) corresponds to a Scott open $\{[a, b] \mid q < a \leq b < r\}$ in $\mathbb{I}\mathbb{R}$, and these form the basis of the Scott topology. Therefore, $\mathbb{I}\mathbb{R}$ is also called the interval domain [72, 80]. One can think of it as approximations of real numbers by rational intervals, interpreting each
individual interval as finitary information about the real number under scrutiny. The ordering by reverse inclusion is then explained as a smaller interval means that more information is available about the real number.

In a Kripke topos \([P, \text{Set}]\) over a poset \(P\) with a least element, one has \(\mathcal{O}(\mathbb{R})(p) = \mathcal{O}((\uparrow p) \times \mathbb{R})\), which may be identified with the set of monotone functions from \(\uparrow p\) to \(\mathcal{O}(\mathbb{R})\). This follows by carefully adapting the proof of [70, Theorem VI.8.2].

6.6.11 Definition. A \textit{continuous probability valuation} on a locale \(X\) is a monotone function \(\mu : \mathcal{O}(X) \to \mathcal{O}([0, 1])\) such that \(\mu(1) = 1\) as well as \(\mu(U) + \mu(V) = \mu(U \land V) + \mu(U \lor V)\) and \(\mu(\bigvee_i U_i) = \bigvee_i \mu(U_i)\) for a directed family \((U_i)\). Like integrals, continuous probability valuations organize themselves in a locale \(\mathcal{V}(X)\).

6.6.12 Example. If \(X\) is a compact Hausdorff space, a continuous probability valuation on \(\mathcal{O}(X)\) is the same thing as a regular probability measure on \(X\).

6.6.13 Theorem. [31] Let \(R\) be an f-algebra and \(\Sigma\) its spectrum. Then, the locales \(\mathcal{I}(R)\) and \(\mathcal{V}(\Sigma)\) are isomorphic. A continuous probability valuation \(\mu\) gives a probability integral by

\[
I_\mu(f) = (\sup_{(s_i)} \sum s_i \mu(D_{f - s_i} \land D_{s_i + 1} - f), \inf_{(s_i)} \sum s_i + 1(1 - \mu(D_{s_i} - f) - \mu(D_{f - s_i + 1}))),
\]

where \((s_i)\) is a partition of \([a, b]\) such that \(a \leq f \leq b\). Conversely, a probability integral \(I\) gives a continuous probability valuation

\[
\mu_I(D_a) = \sup\{I(na + 1) | n \in \mathbb{N}\}.
\]

6.6.14 Corollary. For a \(C^*\)-algebra \(A\), the locale \(\mathcal{I}(A)\) in \(\mathcal{T}(A)\) of probability integrals on \(A_{sa}\) is isomorphic to the locale \(\mathcal{V}(\Sigma(A))\) in \(\mathcal{T}(A)\) of continuous probability valuations on \(\Sigma(A)\).

PROOF. Interpret Theorem 6.6.13—whose proof is constructive—in \(\mathcal{T}(A)\).

6.6.15 Theorem. There is a bijective correspondence between (faithful) quasi-states on a \(C^*\)-algebra \(A\) and (faithful) probability integrals on \(A_{sa}\).

PROOF. Every quasistate \(\rho\) gives a natural transformation \(I_\rho : A_{sa} \to \mathbb{R}\) whose component \((I_\rho)_C : C_{sa} \to \mathbb{R}\) is the restriction \(\rho|_{C_{sa}}\) of \(\rho\) to \(C_{sa} \subseteq A_{sa}\). Conversely, let \(I : A_{sa} \to \mathbb{R}\) be an integral. Define \(\rho : A_{sa} \to \mathbb{R}\) by \(\rho(a) = I_{C^*(a)}(a)\), where \(C^*(a)\) is the sub-\(C^*\)-algebra generated by \(a\). For commuting \(a, b \in A_{sa}\), then

\[
\rho(a + b) = I_{C^*(a+b)}(a + b)
= I_{C^*(a,b)}(a + b)
= I_{C^*(a,b)}(a) + I_{C^*(a,b)}(b)
= I_{C^*(a)}(a) + I_{C^*(b)}(b)
= \rho(a) + \rho(b),
\]
because $I$ is a natural transformation, $C^*(a) \cup C^*(b) \subseteq C^*(a, b) \supseteq C^*(a + b)$, and $I$ is locally linear. Moreover, $\rho$ is positive because $I$ is locally positive, by Lemma 6.6.4. Hence, we have defined $\rho$ on $A_{sa}$ and may extend it to $A$ by complex linearity. It is clear that the two maps $I \mapsto \rho$ and $\rho \mapsto I$ are each other’s inverse.

6.6.16 Let $\rho$ be a (quasi-)state on a C*-algebra $A$. Then, $\mu_\rho$ is a continuous probability valuation on $\mathcal{O}(\Sigma(A))$. Hence, $\mu_\rho(\underline{\text{1}}) = 1$ is a term of the internal language of $T(A)$ with one free variable of type $\mathcal{O}(\Sigma(A))$. Its interpretation $\llbracket \mu_\rho(\underline{\text{1}}) = 1 \rrbracket$ defines a subobject of $\mathcal{O}(\Sigma(A))$ or, equivalently, a morphism $\rho : \mathcal{O}(\Sigma(A)) \to \Omega$.

For Rickart C*-algebras, we can make Theorem 6.6.15 a bit more precise.

6.6.17 Definition.
(a) A probability measure on a countably complete orthomodular lattice $X$ is a function $\mu : X \to [0, 1]$ that on any countably complete Boolean sublattice of $X$ restricts to a probability measure (in the traditional sense).
(b) A probability valuation on an orthomodular lattice $X$ is a function $\mu : X \to [0, 1]$ such that $\mu(0) = 0$, $\mu(1) = 1$, $\mu(x) + \mu(y) = \mu(x \land y) + \mu(x \lor y)$, and if $x \leq y$, then $\mu(x) \leq \mu(y)$.

6.6.18 Lemma. Let $\mu$ be a probability valuation on a Boolean algebra $X$. Then, $\mu(x)$ is a Dedekind cut for any $x \in X$.

PROOF. Because $X$ is Boolean, we have $\mu(\neg x) = 1 - \mu(x)$. Let $q, r \in \mathbb{Q}$, and suppose that $q < r$. We have to prove that $q < \mu(x)$ or $\mu(x) \leq r$. Because the inequalities concern rationals, it suffices to prove that $q < \mu(x)$ or $1 - r < 1 - \mu(x) = \mu(\neg x)$. This follows from $1 - (r - q) < 1 = \mu(1) = \mu(x \lor \neg x)$ and $q - r < 0 = \mu(0) = \mu(x \land \neg x)$.

The following theorem relates Definition 6.6.11 and Definition 6.6.17. Definition 6.6.11 is applied to the Gelfand spectrum $\Sigma(A)$ of the Bohrification of a Rickart C*-algebra $A$. Part (a) of Definition 6.6.17 is applied to Proj($A$) in Set for a Rickart C*-algebra $A$, and part (b) is applied to the lattice $P_A$ of Theorem 6.5.15 in $T(A)$.

6.6.19 Theorem. For a Rickart C*-algebra $A$, there is a bijective correspondence between:
(a) quasi-states on $A$
(b) probability measures on Proj($A$)
(c) probability valuations on $P_A$
(d) continuous probability valuations on $\Sigma(A)$

PROOF. The correspondence between (a) and (d) is Theorem 6.6.15. The correspondence between (c) and (d) follows from Theorem 6.5.15 and the observation that valuations on a compact regular frame are determined by their behavior on a generating lattice [31, Section 3.3]; indeed, if a frame $\mathcal{O}(X)$ is generated by $L$, then a probability measure $\mu$ on $L$ yields a continuous probability valuation $\nu$ on $\mathcal{O}(X)$ by $\nu(U) = \sup\{\mu(u) \mid u \in U\}$, where $U \subseteq L$ is regarded as an element...
of $\mathcal{O}(X)$. Finally, we turn to the correspondence between (b) and (c). Because $\mathbb{R}$ in $\mathcal{T}(A)$ is the constant functor $C \mapsto \mathbb{R}$ (as opposed to $\mathbb{R}_l$), according to the previous lemma a probability valuation $\mu : \text{Idl}(\text{Proj}(A)) \rightarrow [0, 1]_l$ is defined by its components $\mu_C : \text{Proj}(C) \rightarrow [0, 1]$. By naturality, for $p \in \text{Proj}(C)$, the real number $\mu_C(p)$ is independent of $C$, from which the correspondence between (b) and (c) follows immediately. \hfill $\Box$

6.6.20 We now turn to internalizing an elementary proposition $a \in (q, r)$ concerning an observable $a \in A_{sa}$ and rationals $q, r \in \mathbb{Q}$ with $q < r$. If $A$ were commutative, then $a$ would have a Gelfand transform $\hat{a} : \Sigma(A) \rightarrow \mathbb{R}$, and we could just internalize $\hat{a}^{-1}(q, r) \subseteq \Sigma(A)$ directly. For noncommutative $A$, there can be contexts $C \in \mathcal{C}(A)$ that do not contain $a$; therefore, the best we can do is approximate. Our strategy is to replace the reals $\mathbb{R}$ by the interval domain $\mathcal{I}[\mathbb{R}]$ of 6.6.10. We will construct a locale morphism $\delta(a) : \Sigma(A) \rightarrow \mathcal{I}[\mathbb{R}]$, called the Daseinisation of $a \in A_{sa}$—this terminology stems from [38], but the morphism is quite different from the implementation in that article. The elementary proposition $a \in (q, r)$ is then internalized as the composite morphism

$$\mathcal{O}(\mathbb{R}) \xrightarrow{\delta(a)^{-1}} \mathcal{O}(\Sigma(A)) \xrightarrow{\delta(a)} \mathcal{O}(\mathcal{I}[\mathbb{R}]),$$

where $(q, r)$ maps into the monotone function with constant value $\downarrow(q, r)$. (As in 6.6.10, $(q, r)$ is seen as an element of the generating semilattice, whereas $\downarrow(q, r)$ is its image in the frame $\mathcal{O}(\mathcal{I}[\mathbb{R}])$ under the canonical inclusion of Proposition 6.2.13.)

6.6.21 The interval domain $\mathcal{O}(\mathcal{I}[\mathbb{R}])$ of 6.6.10 can be constructed as $\mathcal{F}(\mathbb{Q} \times \mathbb{Q})$, as in Definition 6.2.12 [72]. The pertinent meet-semilattice $\mathbb{Q} \times \mathbb{Q}$ consists of pairs $(q, r) \in \mathbb{Q} \times \mathbb{Q}$ with $q < r$, ordered by inclusion (i.e., $(q, r) \leq (q', r')$ iff $q' \leq q$ and $r \leq r'$), with a least element 0 added. The covering relation $\triangleright$ is defined by 0 $\triangleright$ $U$ for all $U$, and $(q, r) \triangleright U$ iff for all rational $q', r'$ with $q < q' < r' < r$ there exists $(q'', r'') \in U$ with $(q', r') \leq (q'', r'')$. In particular, we may regard $\mathcal{O}(\mathcal{I}[\mathbb{R}])$ as a subobject of $\mathbb{Q} \times \mathbb{Q}$. As in 6.4.13:

$$\mathcal{O}(\mathcal{I}[\mathbb{R}]) \cong \{ F \in \text{Sub}(\mathbb{Q} \times \mathbb{Q}) \mid \forall C \in \mathcal{C}(A), F(C) \in \mathcal{O}(\mathcal{I}[\mathbb{R}]) \}.$$

6.6.22 Lemma. For a $C^*$-algebra $A$ and a fixed element $a \in A_{sa}$, the components $d(a)_C : \mathbb{Q} \times \mathbb{Q} \rightarrow \text{Sub}(\mathcal{L}_A \uparrow_C)$ given by

$$d(a)_C(q, r)(D) = \{ D_{f-g} \cap D_{r-g} \mid f, g \in D_{sa}, f \leq a \leq g \},$$

$$d(a)_C(0)(D) = \{ D_0 \}$$

form a morphism $d(a)^* : \mathbb{Q} \times \mathbb{Q} \rightarrow \mathcal{O}^{\mathcal{L}_A}$ in $\mathcal{T}(A)$ via 6.4.13. This morphism is a continuous map $(\mathcal{L}_A \uparrow, \triangleleft) \rightarrow (\mathbb{Q} \times \mathbb{Q}, \triangleright)$ in the sense of Definition 6.2.14.

Notice that because $\mathbb{Q} \times \mathbb{Q}$ is the generating semilattice $\mathbb{Q} \times \mathbb{Q}$ for any $C \in \mathcal{C}(A)$, the natural transformation $d(a)$ is completely determined by its component at $C \in \mathcal{C}(A)$. 
Proof. We verify that the map defined in the statement satisfies the conditions of Definition 6.2.14.

(a) We have to show that $\forall \mathcal{D}_a \in \mathcal{L}_A \exists (q,r) \in \mathbb{Q} \times \mathbb{Q} \mathcal{D}_a \in \mathcal{d}(a)^\ast(q,r)$. By interpreting via 6.2.24, we therefore have to prove: for all $C \in \mathcal{C}(A)$ and $\mathcal{D}_c \in \mathcal{L}_C$, there are $(q,r) \in \mathbb{Q} \times \mathbb{Q}$ and $f,g \in \mathcal{C}_{sa}$ such that $f \leq a \leq g$ and $\mathcal{D}_c = \mathcal{D}_{f-q} \land \mathcal{D}_{r-g}$. Equivalently, we have to find $(q,r) \in \mathbb{Q} \times \mathbb{Q}$ and $f,g \in \mathcal{C}_{sa}$ such that $f + q \leq a \leq r + g$ and $\mathcal{D}_c = \mathcal{D}_f \land \mathcal{D}_{-g}$. Choosing $f = c$, $g = -c$, $q = -\|c\| - \|a\|$ and $r = \|c\| + \|a\|$ does the job, because $\mathcal{D}_c = \mathcal{D}_f \land \mathcal{D}_c$ and

$$f + q = c - \|c\| - \|a\| \leq -\|a\| \leq a \leq \|a\| \leq \|c\| + \|a\| = c + r + g.$$  

(b) We have to show that $\forall (q,r),(q',r') \in \mathbb{Q} \times \mathbb{Q} \forall u,v \in \mathcal{L}_A \exists \mathcal{D}_a \in \mathcal{d}(a)^\ast(q,r) \land v \in \mathcal{d}(a)^\ast(q',r') \Rightarrow u \land v \in \mathcal{d}(a)^\ast((q,r) \land (q',r'))$.

Going through the motions of 6.2.24, that means we have to prove: for all $(q,r),(q',r') \in \mathbb{Q} \times \mathbb{Q}$, $C \subseteq D \in \mathcal{C}(A)$, and $f,f',g,g' \in \mathcal{C}_{sa}$, if $(q'',r'') = (q,r) \land (q',r') \neq 0$, $f \leq a \leq g$ and $f' \leq a \leq g'$, then

$$\mathcal{D}_{f-q} \land \mathcal{D}_{r-g} \land \mathcal{D}_{f'-q'} \land \mathcal{D}_{r'-g'}$$

$$\subseteq \{ \mathcal{D}_{f''-q''} \land \mathcal{D}_{r''-g''} \mid f'' \leq a \leq g'' \}.$$  

We distinguish the possible cases of $(q'',r'')$ (which distinction is constructively valid because it concerns rationals). For example, if $(q'',r'') = (q,r')$, then $q \leq q' \leq r \leq r'$. So $\mathcal{D}_{f-q} \land \mathcal{D}_{r-g} = \mathcal{D}_{f-q'} \land \mathcal{D}_{r'-g'}$ for $f'' = f$, $g'' = g'$, $q'' = q$, and $r'' = r'$, whence the statement holds by (a) and (c) of Definition 6.2.10. The other cases are analogous.

(c) We have to show that $\forall (q,r) \in \mathbb{Q} \times \mathbb{Q} \forall u \in \mathcal{P}(\mathbb{Q} \times \mathbb{Q}) \exists (q,r) \in U \Rightarrow \mathcal{d}(a)^\ast(q,r) \subseteq \bigcup (q',r') \in U \mathcal{d}(a)^\ast(q',r')$.

By 6.2.24, we therefore have to prove: for all $(q,r) \in \mathbb{Q} \times \mathbb{Q}$, $U \subseteq \mathcal{U}' \subseteq \mathbb{Q} \times \mathbb{Q}$, $D \in \mathcal{C}(A)$ and $f,g \in \mathcal{C}_{sa}$, if $(q,r) \in U$ and $f \leq a \leq g$, then

$$\mathcal{D}_{f-q} \land \mathcal{D}_{r-g} \subseteq \{ \mathcal{D}_{f'-q'} \land \mathcal{D}_{r'-g'} \mid (q',r') \in U', f', g' \in \mathcal{D}_{sa}, f' \leq a \leq g' \}.$$  

To establish this, it suffices to show $\mathcal{D}_{f-q} \land \mathcal{D}_{r-g} \subseteq \{ \mathcal{D}_{f-q'} \land \mathcal{D}_{r'-g'} \mid (q',r') \in U \}$ when $(q,r) \in U$. Let $s \in \mathbb{Q}$ satisfy $0 < s$. Then, one has $(q,r-s) \leq (q',r')$. Because $(q,r) \in U$, 6.6.21 yields a $(q'',r'') \in U$ such that $(q,r-s) \leq (q'',r'')$, and so $r-s \leq r''$. Taking $U_0 = \{ (q'',r'') \}$, one has $r-g-s \leq r''-g$ and therefore $\mathcal{D}_{r-g} \leq \mathcal{D}_{r''-g} = \cup U_0$. So, by Corollary 6.4.14, we have $\mathcal{D}_{r-g} \subseteq \{ \mathcal{D}_{r'-g} \mid (q',r') \in U \}$. Similarly, one finds $\mathcal{D}_{f-q} \subseteq \{ \mathcal{D}_{f-q'} \mid (q',r') \in U \}$. Finally, $\mathcal{D}_{f-q} \land \mathcal{D}_{r-g} \subseteq \{ \mathcal{D}_{f-q'} \land \mathcal{D}_{r'-g} \mid (q',r') \in U \}$ by Definition 6.2.10(d).  

6.6.23 Definition. Let $A$ be a C*-algebra. The Daseinisation of $a \in \mathcal{A}_{sa}$ is the locale morphism $\delta(a) : \Sigma(A) \to \mathbb{IR}$, whose associated frame morphism $\delta(a)^{-1}$ is given by $\mathcal{F}(\mathcal{d}(a)^\ast)$, where $\mathcal{F}$ is the functor of Proposition 6.2.15, and $\mathcal{d}(a)$ comes from Lemma 6.6.22.
6.6.24 Example. The locale $\Sigma(A)$ is described externally by its value at $C \in \mathcal{C}(A)$, see Theorem 6.4.16. The component at $C$ of the Daseinisation $\hat{\delta}(a)$ is given by

$$\hat{\delta}(a)^{-1}(q, r)(C) = \{D_{f-q} \land D_{r-g} \mid f, g \in C, f \leq a \leq g\}.$$ 

Now, suppose that $A$ is commutative. Then, classically, $D_a = \{\rho \in \Sigma(A) \mid \rho(a) > 0\}$ as in 6.3.9. Hence, $D_{f-r} = \{\rho \in \Sigma(A) \mid \rho(f) > r\}$, so that

$$\hat{\delta}(a)^{-1}(q, r)(C) = \bigcup_{f, g \in C} \{\rho \in \Sigma(A) \mid \rho(f) > q \land \rho(g) < r\}$$

$$= \{\rho \in \Sigma(A) \mid \exists_{f \leq a} q < \rho(f) < r \land \exists_{g \geq a} q < \rho(g) < r\}$$

$$= \{\rho \in \Sigma(A) \mid q < \rho(a) < r\}$$

$$= \hat{\delta}(a)^{-1}(q, r).$$

6.6.25 Proposition. The map $\hat{\delta} : A_{sa} \to C(\Sigma(A), \mathbb{IR})$ is injective. Moreover, $a \leq b$ if and only if $\hat{\delta}(a) \leq \hat{\delta}(b)$.

Proof. Suppose that $\hat{\delta}(a) = \hat{\delta}(b)$. Then, for all $C \in \mathcal{C}(A)$, the sets $L_a(C) = \{f \in C \mid f \leq a\}$ and $U_a(C) = \{g \in C \mid a \leq g\}$ must coincide with $L_b(C)$ and $U_b(C)$, respectively. Imposing these equalities at $C = C^*(a)$ and at $C = C^*(b)$ yields $a = b$. The order in $A_{sa}$ is clearly preserved by $\hat{\delta}$, whereas the converse implication can be shown by the same method as the first claim of the proposition.

6.6.26 Given a state $\rho$ of a $\mathbb{C}^*$-algebra $A$, an observable $a \in A_{sa}$, and an interval $(q, r)$ with rational endpoints $q, r \in \mathbb{Q}$, we can now compose the morphisms of 6.6.16, 6.6.20, and Definition 6.6.23 to obtain a truth value

$$1 \xrightarrow{(q, r)} O(\mathbb{IR}) \xrightarrow{\hat{\delta}(a)^{-1}} O(\Sigma(A)) \xrightarrow{[\rho]} \Omega.$$

Unfolding definitions, we find that at $C \in \mathcal{C}(A)$, this truth value is given by

$$([\rho] \circ \hat{\delta}(a)^{-1} \circ (q, r))_{C(\ast)}$$

$$= [[\mu_{\rho}(d(a)^\ast(q, r)) = 1]](C)$$

$$= \{C \in \mathcal{C}(A) \mid C \vDash \mu_{\rho}(d(a)^\ast(q, r)) = 1\}$$

$$= \{C \in \mathcal{C}(A) \mid C \vDash \mu_{\rho}\left(\bigvee_{f, g \in C} D_{f-q} \land D_{r-g}\right) = 1\}$$

$$= \{C \in \mathcal{C}(A) \mid C \vDash \mu_{\rho}\left(\bigvee_{f \leq a} D_{f-q}\right) = 1, \ C \vDash \mu_{\rho}\left(\bigvee_{g \geq a} D_{r-g}\right) = 1\}.$$ 

By Theorem 6.6.13 and 6.2.24, $C \vDash \mu_{\rho}\left(\bigvee_{f \leq a} D_{f-q}\right) = 1$ if and only if for all $n \in \mathbb{N}$ there are $m \in \mathbb{N}$ and $f \in C_{sa}$ such that $f \leq a$ and $\rho(m(f - q)^+ \land 1) > 1 - \frac{1}{n}$. 


Hence, the preceding truth value is given by

\[
\{ C \in \mathcal{C}(A) \mid \forall n \in \mathbb{N} \exists m \in \mathbb{N} \exists f, g \in C_{sa} : f \leq a \leq g, \ \rho(m(f - q)^+ + 1) > 1 - \frac{1}{n}, \\
\rho(m(r - g)^+ + 1) > 1 - \frac{1}{n} \}.
\]

6.6.27 If \( A \) is a von Neumann algebra, the pairing formula of 6.6.26 simplifies further. Using the external description of the Bohrified state space in Theorem 6.5.16, one finds that the following are equivalent for a general open \( F \in \mathcal{O}(\Sigma_A) \) and a state \( \rho : A \to \mathbb{C} \):

\[
C \models \mu_\rho(F) = 1, \\
C \models \forall q \in \mathbb{Q}, q < 1 : D \models \mu_\rho(F) > q,
\]

for all \( D \supseteq C \) and rational \( q < 1 \); \( D \models \exists u \in F : \mu_\rho(u) > q \),

for all \( D \supseteq C \) and \( q < 1 \), there is \( p \in F(D) \) with \( D \models \mu_\rho(p) > q \),

for all \( q < 1 \), there is \( p \in F(C) \) with \( \rho(p) > q \),

\[
\sup_{p \in F(C)} \rho(p) = 1.
\]

By Proposition 6.5.8 and Theorem 6.5.15, one may choose basic opens \( D_{f - q} \) of the spectrum \( \Sigma(A) \) corresponding to projections \( [f - q > 0] \) of \( \text{Proj}(A) \).

Let us now return to the case \( F(C) = \{ D_{f - q} \mid f \in C_{sa}, f \leq a \} \). By Theorem 6.5.16, \( F(C) \) is generated by projections; by Theorem 6.5.4, we can take their supremum, so that \( (\bigvee F)(C) = \bigvee \{ [f - q > 0] \mid f \in C_{sa}, f \leq a \} \).

Hence, the preceding forcing condition \( C \models \mu_\rho(\bigvee_{f \leq a} D_{f - q}) = 1 \) is equivalent to \( \rho(\bigvee \{ [f - q > 0] \mid f \in C_{sa}, f \leq a \}) = 1 \). Thus, the pairing formula of 6.6.26 results in the truth value

\[
\{ C \in \mathcal{C}(A) \mid \rho(\bigvee \{ [f - q > 0] \mid f \in C_{sa}, f \leq a \}) = 1, \\
\rho(\bigvee \{ [r - g > 0] \mid g \in C_{sa}, a \leq g \}) = 1 \},
\]

listing the “possible worlds” \( C \) in which the proposition \( a \in (q, r) \) holds in state \( \rho \) in the classical sense.
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PART TWO

Beyond the Hilbert Space Formalism: Operator Algebras
CHAPTER 7

Yet More Ado about Nothing:
The Remarkable Relativistic Vacuum State

Stephen J. Summers

7.1 Introduction

For millennia, the concept of nothingness, in many forms and guises, has occupied reflective minds, who have adopted an extraordinary range of stances toward the notion—from holding that it is the Godhead itself to rejecting it vehemently as a foul blasphemy. Even among more scientifically inclined thinkers, there has been a similar range of views [49]. We have no intention here to sketch this vast richness of thought about nothingness. Instead, we shall more modestly attempt to explain what mathematical physics has to say about nothingness in its modern scientific guise: the relativistic vacuum state.

What is the vacuum in modern science? Roughly speaking, it is that which is left over after all that can possibly be removed has been removed, where “possibly” refers to neither “technically possible” nor to “logically possible” but rather to “physically possible”—that which is possible in light of (the current understanding of) the laws of physics. The vacuum is therefore an idealization that is only approximately realized in the laboratory and in nature. But it is a most useful idealization and a surprisingly rich concept.

We discuss the vacuum solely in the context of the relativistic quantum theory of systems in four spacetime dimensional Minkowski space, although we briefly indicate how similar states for quantum systems in other spacetimes can be defined and studied. In a relativistic theory of systems in Minkowski space, the vacuum should appear to be the same at every position and in every direction for all inertial observers. In other words, it should be invariant under the Poincaré group, the group of isometries of Minkowski space. And because one can remove no further mass/energy from the vacuum, it should be the lowest possible (global) energy state. In a relativistic theory, when one removes all mass/energy, the total energy of the resultant state is 0.

These desiderata of a vacuum are intuitively appealing, but it remains to give mathematical content to these intuitions. Once this is done, it will be seen that this state with “nothing in it” manifests remarkable properties, most of which have been
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discovered only in the past twenty years and many of which are not intuitively appealing at first exposure. On the contrary, some properties of the vacuum state have proven to be decidedly controversial.

To formulate in a mathematically rigorous manner the notion of a vacuum state and to understand its properties, it is necessary to choose a mathematical framework that is sufficiently general to subsume large classes of models, is powerful enough to facilitate the proof of nontrivial assertions of physical interest, and yet is conceptually simple enough to have a direct, if idealized, interpretation in terms of operationally meaningful physical quantities. Such a framework is provided by algebraic quantum theory [3, 12, 13, 40, 52], also called local quantum physics, which is based on operator algebra theory, itself initially developed by J. von Neumann for the express purpose of providing quantum theory with a rigorous and flexible foundation [110, 111]. This framework is briefly described in the next section, in which a rigorous definition of a vacuum state in Minkowski space is given.

In Section 7.3, the earliest recognized consequences of such a definition are discussed, including such initially nonintuitive results as the Reeh–Schlieder Theorem. Rigorous results indicating that the vacuum is a highly entangled state are presented in Section 7.4. Indeed, by many measures, it is a maximally entangled state. Although some of these results have been proven quite recently, readers who are familiar with the heuristic picture of the relativistic vacuum as a seething broth of virtual particle–antiparticle pairs causing wide-ranging vacuum correlations may not be entirely surprised by their content. But there are concepts available in algebraic quantum field theory (AQFT) that have no known counterpart in heuristic quantum field theory, such as the mathematical objects that arise in the modular theory of M. Tomita and M. Takesaki [103], which is applicable in the setting of AQFT. As explained in Sections 7.5 and 7.6, the modular objects associated with the vacuum state encode a truly astonishing amount of physical information and also serve to provide an intrinsic characterization of the vacuum state, which admits a generalization to quantum fields on arbitrary spacetimes. In addition, it is shown in Section 7.7 how these objects may be used to derive the spacetime itself, thereby providing—at least, in principle—a means to derive from the observables and their preparation (the state) a spacetime in which the former can be interpreted as being localized and evolving without any a priori input on the nature or even existence of a spacetime. We make some concluding remarks in Section 7.8.

7.2 The Mathematical Framework

The operationally fundamental objects in a laboratory are the preparation apparata—devices that prepare in a repeatable manner the individual quantum systems that are to be examined—and the measuring apparata—devices that are applied to the prepared systems and that measure the “value” of some observable property of the system. The physical notion of a “state” can be viewed as a certain equivalence class of such preparation devices, and the physical notion of an “observable” (or “effect”) can be viewed as a certain equivalence class of such measuring (or registration) devices [3, 71]. In principle, therefore, these quantities are operationally determined.
In AQFT, such observables are represented by self-adjoint elements of certain algebras of operators, either $W^*$- or $C^*$-algebras.\(^1\) In this chapter, we restrict our attention primarily to concretely represented $W^*$-algebras, which are commonly called von Neumann algebras in honor of the person who initiated their study \cite{111}. The reader unfamiliar with these notions may simply think of algebras $\mathcal{M}$ of bounded operators\(^2\) on some (separable) Hilbert space $\mathcal{H}$ (or see \cite{59, 60, 104–106} for a thorough background). We denote by $\mathcal{B}(\mathcal{H})$ the algebra of all bounded operators on $\mathcal{H}$. Physical states are represented by mathematical states $\phi$; that is, linear, continuous maps $\phi : \mathcal{M} \to \mathbb{C}$ from the algebra of observables to the complex number system that take the value 1 on the identity map $I$ on $\mathcal{H}$ and are positive in the sense that $\phi(A^*A) \geq 0$ for all $A \in \mathcal{M}$. An important subclass of states consists of normal states; these are states such that $\phi(A) = \text{Tr}(\rho A)$, $A \in \mathcal{M}$, for some density matrix $\rho$ acting on $\mathcal{H}$—that is, a bounded operator on $\mathcal{H}$ satisfying the conditions $0 \leq \rho = \rho^*$ and $\text{Tr}(\rho) = 1$. A special case of such normal states is constituted by the vector states: if $\Phi \in \mathcal{H}$ is a unit vector and $P_\Phi \in \mathcal{B}(\mathcal{H})$ is the orthogonal projection onto the one dimensional subspace of $\mathcal{H}$ spanned by $\Phi$, the corresponding vector state is given by

$$\phi(A) = \langle \Phi, A\Phi \rangle = \text{Tr}(P_\Phi A), \quad A \in \mathcal{M}.$$ 

Generally speaking, theoretical physicists tacitly restrict their attention to normal states.\(^3\)

In AQFT, the spacetime localization of the observables is taken into account. Let $\mathbb{R}^4$ represent four dimensional Minkowski space and $\mathcal{O}$ denote an open subset of $\mathbb{R}^4$. Because any measurement is carried out in a finite spatial region and in a finite time, for every observable $A$ there exist bounded regions $\mathcal{O}$ containing this “localization” of $A$.\(^4\) We say that the observable $A$ is localized in any such region $\mathcal{O}$ and denote by $\mathcal{R}(\mathcal{O})$ the von Neumann algebra generated by all observables localized in $\mathcal{O}$. Clearly, it follows that if $\mathcal{O}_1 \subset \mathcal{O}_2$, then $\mathcal{R}(\mathcal{O}_1) \subset \mathcal{R}(\mathcal{O}_2)$. This yields a net $\mathcal{O} \mapsto \mathcal{R}(\mathcal{O})$ of observable algebras associated with the experiment(s) in question. In turn, this net determines the smallest von Neumann algebra $\mathcal{R}$ on $\mathcal{H}$ containing all $\mathcal{R}(\mathcal{O})$. The preparation procedures in the experiment(s) then determine states $\phi$ on $\mathcal{R}$, the global observable algebra.

Given a state $\phi$ on $\mathcal{R}$, one can construct \cite{40, 59, 104} a Hilbert space $\mathcal{H}_\phi$, a distinguished unit vector $\Omega_\phi \in \mathcal{H}_\phi$, and a ($C^*$-)homomorphism $\pi_\phi : \mathcal{R} \to \mathcal{B}(\mathcal{H}_\phi)$, so that $\pi_\phi(\mathcal{R})$ is a ($C^*$-)algebra acting on the Hilbert space $\mathcal{H}_\phi$, the set of vectors $\pi_\phi(\mathcal{R})\Omega_\phi = \{\pi_\phi(A)\Omega_\phi \mid A \in \mathcal{R}\}$ is dense in $\mathcal{H}_\phi$, and

$$\phi(A) = \langle \Omega_\phi, \pi_\phi(A)\Omega_\phi \rangle, \quad A \in \mathcal{R}.$$  

\(^1\) Other sorts of algebras have also been seriously considered for various reasons; see, for example, \cite{40, 86, 87}.

\(^2\) Technicalities concerning topology will be systematically suppressed in this chapter. We therefore do not discuss the difference between $C^*$- and $W^*$-algebras.

\(^3\) It is in the context of von Neumann algebras and normal states that classical probability theory has a natural generalization to noncommutative probability theory; see, for example, \cite{79}.

\(^4\) It is clear from operational considerations that one could not expect to determine a minimal localization region for a given observable experimentally. In \cite{64}, the possibility of determining such a minimal localization region in the idealized context of AQFT is discussed at length. However, the existence of such a region is not necessary for any results in AQFT known to the author.
The triple \((H_\phi, \Omega_\phi, \pi_\phi)\) is uniquely determined up to unitary equivalence by these properties, and \(\pi_\phi\) is called the GNS representation of \(\mathcal{R}\) determined by \(\phi\). Only if \(\phi\) is a normal state is \(\pi_\phi(\mathcal{R})\) a von Neumann algebra and can \((H_\phi, \Omega_\phi, \pi_\phi)\) be identified with (a subrepresentation of) \((\mathcal{H}, \Omega, \mathcal{R})\) such that \(\Omega_\phi \in \mathcal{H}\).\(^5\) Hence, a state determines a concrete, although idealized, representation of the experimental setting in a Hilbert space.

In this setting, relativistic covariance is expressed through the presence of a representation \(\mathcal{P}_+ \ni \lambda \mapsto \alpha_\lambda\) of the identity component \(\mathcal{P}_+\) of the Poincaré group by automorphisms \(\alpha_\lambda: \mathcal{R} \to \mathcal{R}\) of \(\mathcal{R}\) such that 

\[
\alpha_\lambda(\mathcal{R}(O)) = \mathcal{R}(\lambda O),
\]

for all \(O\) and \(\lambda\), where \(\alpha_\lambda(\mathcal{R}(O)) = \{\alpha_\lambda(A) \mid A \in \mathcal{R}(O)\}\) and \(\lambda O = \{\lambda(x) \mid x \in O\}\). One says that a state \(\phi\) is Poincaré invariant if \(\phi(\alpha_\lambda(A)) = \phi(A)\) for all \(A \in \mathcal{R}\) and \(\lambda \in \mathcal{P}_+\). In this case, there then exists a unitary representation \(\mathcal{P}_+ \ni \lambda \mapsto U_\phi(\lambda)\) acting on \(H_\phi\), leaving \(\Omega_\phi\) invariant, and implementing the action of the Poincaré group:

\[
U_\phi(\lambda) \pi_\phi(A) U_\phi(\lambda)^{-1} = \pi_\phi(\alpha_\lambda(A)),
\]

for all \(A\) and \(\lambda\). If the joint spectrum of the self-adjoint generators of the translation subgroup \(U_\phi(\mathbb{R}^4)\) is contained in the forward lightcone, then \(U_\phi(\mathcal{P}_+^\dagger)\) is said to satisfy the (relativistic) spectrum condition. This condition is a relativistically invariant way of requiring that the total energy in the theory be nonnegative with respect to every inertial frame of reference and that the quantum system is stable in the sense that it cannot decay to energies below that of the vacuum state.

We can now present a standard rigorous definition of a vacuum state, which incorporates all of the intuitive desiderata already discussed.

**Definition 7.2.1.** A vacuum state is a Poincaré invariant state \(\phi\) on \(\mathcal{R}\) such that \(U_\phi(\mathcal{P}_+^\dagger)\) satisfies the spectrum condition.\(^6\) The corresponding GNS representation \((H_\phi, \Omega_\phi, \pi_\phi)\) is called a vacuum representation of the net of observable algebras.

Note that after choosing an inertial frame of reference, the self-adjoint generator \(H\) of the time translation subgroup \(U_\phi(t), t \in \mathbb{R}\), carries the interpretation of the total energy operator and that, by definition, \(H \Omega_\phi = 0\) if \(\phi\) is a vacuum state. Moreover, the total momentum operator \(\hat{P}\) and the total mass operator \(M \equiv \sqrt{H^2 - \hat{P}^2} \geq 0\) also annihilate the vacuum \((M \Omega_\phi = 0 = \hat{P} \Omega_\phi)\).

Such vacuum states and, hence, such vacuum representations actually exist. In the case of four-dimensional Minkowski space, vacuum representations for quantum field models with trivial \(S\)-matrix have been rigorously constructed by various means (cf., e.g., [2, 8, 17, 48, 114]) and, more recently, the same has been accomplished.

\(^5\) If the state \(\phi\) is not normal, then the state vectors in \(H_\phi\) are, in a certain mathematically rigorous sense, orthogonal to those in \(\mathcal{H}\). The vacuum state of a fully interacting model, as opposed to an interacting theory with various kinds of cutoffs introduced precisely so that it may be realized in Fock space, is not normal with respect to Fock space, which is the representation space for the corresponding free theory—see, for example, [8, 47]. For further perspective on this issue, see [93].

\(^6\) Some authors just require of a vacuum state that it be invariant under the translation group and satisfy the spectrum condition. For the purposes of this chapter, it is convenient to adopt the more restrictive of the two standard definitions.
for quantum field models with nontrivial scattering matrices \([31, 32, 50]\). For two, resp. three, dimensional Minkowski space, fully interacting quantum field models in vacuum representations have been constructed (cf., e.g., \([8, 47, 48, 69]\)). Moreover, general conditions are known under that to a quantum field model without a vacuum state can be (under certain conditions uniquely) associated a vacuum representation that is physically equivalent and locally unitarily equivalent to it \([22, 33, 38]\). Hence, the mathematical existence of a vacuum state is often assured even in models that are not initially provided with one.

It will be useful in the following to describe two special classes of spacetime regions in Minkowski space. A double cone is a (nonempty) intersection of an open forward lightcone with an open backward lightcone. Such regions are bounded, and the set \(D\) of all double cones is left invariant by the natural action of \(\mathcal{P}_+\) on it. An important class of unbounded regions is specified as follows. After choosing an inertial frame of reference, one defines the right wedge to be the set \(W_R = \{x = (t, x_1, x_2, x_3) \in \mathbb{R}^4 \mid x_1 > |t|\}\) and the set of wedges to be \(W = \{\lambda W_R \mid \lambda \in \mathcal{P}_+\}\). The set of wedges is independent of the choice of reference frame; only which wedge is designated the right wedge is frame dependent.

### 7.3 Immediate Consequences

We now turn to some immediate consequences of the definition of a vacuum state. One of the most controversial was also one of the first to be noted. To avoid a too heavily laden notation, and because in this and the next section our starting point is a vacuum representation, we drop the subscript \(\phi\) and the symbol \(\pi_\phi\) (i.e., we identify \(\mathcal{R}(\mathcal{O})\) and \(\pi_\phi(\mathcal{R}(\mathcal{O})))\). A vacuum representation is said to satisfy weak additivity if for each nonempty \(\mathcal{O}\) the smallest von Neumann algebra containing \(\{U(x)\mathcal{R}(\mathcal{O})U(x)^{-1} \mid x \in \mathbb{R}^4\}\) coincides with \(\mathcal{R}\). This is a weak technical assumption satisfied in most models; for example, it holds in any theory in which there is a Wightman field locally associated with the observable algebras (see, e.g., \([6, 7, 37]\)).

Let \(\mathcal{O}\) be an open subset of \(\mathbb{R}^4\) and let \(\mathcal{O}'\) denote the interior of its causal complement, the set of all points in \(\mathbb{R}^4\) that are spacelike separated from all points in \(\mathcal{O}\). A net \(\mathcal{O} \mapsto \mathcal{R}(\mathcal{O})\) is said to be local (or to satisfy locality) if whenever \(\mathcal{O}_1 \subset \mathcal{O}_2'\) one has \(\mathcal{R}(\mathcal{O}_1) \subset \mathcal{R}(\mathcal{O}_2)'\), where \(\mathcal{R}(\mathcal{O})'\), the commutant of \(\mathcal{R}(\mathcal{O})\), represents the set of all bounded operators on \(\mathcal{H}\) that commute with all elements of \(\mathcal{R}(\mathcal{O})\). Ordinarily, this property of locality is viewed as a manifestation of Einstein causality, which posits that signals and causal influences cannot propagate faster than the speed of light and, therefore, spacelike separated quantum systems must be independent in some sense. As is the case with so many received notions, there is much more here than initially meets the eye; but this is not the place to address this matter (cf. \([34, 91, 94]\) for certain aspects of this point). We emphasize that locality is not a standing assumption in this chapter. If a net is not explicitly assumed to be local, then the property is not necessary.
For the respective result. In fact, locality will be derived in the settings discussed in Sections 7.6 and 7.7.\footnote{For a very different derivation of locality, see \cite{30}.}

For vacuum representations of local nets in which weak additivity is satisfied, the Reeh–Schlieder Theorem holds (cf. \cite{3, 8, 52, 58, 89}).

**Theorem 7.3.1.** Consider a vacuum representation of a local net fulfilling the condition of weak additivity. For every nonempty region $O$ such that $O' \neq \emptyset$, the vector $\Omega$ is cyclic and separating for $R(O)$; that is the set of vectors $R(O)\Omega$ is dense in $\mathcal{H}$, resp. $A \in R(O)$ and $A\Omega = 0$ entail $A = 0$.\footnote{Note that even if the net of observable algebras is not local, $\Omega$ is still cyclic for $R(O)$.}

There are two distinct aspects to this theorem. First, the fact that the vacuum is separating for local observables means exactly that no nonzero local observable can annihilate $\Omega$. Hence, any event represented by a nonzero projection $P \in R(O)$ must have nonzero expectation in the vacuum state: $\langle \Omega, P\Omega \rangle > 0$. In the vacuum, any local event can occur! Moreover, $0 < C = C^* \in R(O)$ entails the existence of an element $0 \neq A \in R(O)$ such that $C = A^*A$; thus, $\langle \Omega, C\Omega \rangle = ||A\Omega||^2$, which also yields $\langle \Omega, C\Omega \rangle > 0$ in this more general case. Therefore, the stress–energy density tensor $T(x)$ smeared with any test function with compact support cannot be a positive operator in a vacuum representation \cite{41} (in fact, it is unbounded from below), in contrast to the situation in classical physics, because its vacuum expectation is zero. Furthermore, in light of the fact that the vacuum state contains no real particles ($M\Omega = 0$), it follows that there can be no localized particle counters. Indeed, if $C \in R$ is a particle counter for a particle described in the model, then $C = C^* > 0$ and $\langle \Omega, C\Omega \rangle = 0$. Therefore, $C$ cannot be an element of any algebra $R(O)$ with $O'$ nonempty. Hence, the notion of particle in relativistic quantum field theory cannot be quite as simple as classical mechanics would have it. It has even been argued that the notion is nonsensical in relativistic quantum field theory, but this is not the place for further discussion of this point either. (See, however, \cite{18, 26, 45, 52, 55, 83}.)

Second, there is the cyclicity of the vacuum for all local algebras: every vector state in the vacuum representation can be arbitrarily well approximated using vectors of the form $A\Omega$, $A \in R(O)$, no matter how small in extent $O$ may be. Hence, the class of all states resulting from the action of arbitrary operations on the vacuum is effectively indistinguishable from the class of states resulting from operations performed in arbitrarily small spacetime regions upon the vacuum. Prima facie, such a state would seem to be different from the vacuum only in a region that one can make as small as one desires. In our view, a reasonable physical picture of this situation is indicated in this way: an experimenter in any given region $O$ can, in principle, perform measurements designed to exploit nonlocal vacuum fluctuations (see the next section) in such a manner that any prescribed state can be reproduced with any given accuracy. These consequences of cyclicity also unleashed some controversy, some of which is well discussed in \cite{53} (see also \cite{80}). We do not elaborate on these matters here, except to point out the fact that the existing proposals to avoid Reeh–Schlieder by changing the notion of localization (1) are necessarily restricted to free quantum field models, and (2) introduce at least as many problems as they “solve” (e.g., \cite{53}).
We emphasize that these (for some readers disturbing) properties are by no means unique to the vacuum—the Reeh–Schlieder Theorem is valid for any vector in the vacuum representation that is analytic for the energy \([9]\); in particular, it holds for any vector with finite energy content. So its conclusions and various consequences are true of all physically realizable vector states in the vacuum representation because any preparation can only implement a finite exchange of energy!

### 7.4 Vacuum Correlations

We turn to what is rigorously known about the nature of vacuum correlations, preparing first some definitions to be used in this section. Given a pair \((\mathcal{M}, \mathcal{N})\) of algebras representing the observable algebras of two subsystems of a given quantum system, a state \(\phi\) is said to be a \textit{product state} across \((\mathcal{M}, \mathcal{N})\) if \(\phi(MN) = \phi(M)\phi(N)\) for all \(M \in \mathcal{M}, N \in \mathcal{N}\). In such states, the observables of the two subsystems are not correlated and the subsystems manifest a certain kind of independence—see, for example, \([91]\).

A normal state \(\phi\) on \(\mathcal{M} \cup \mathcal{N}\) is \textit{separable} if it is in the norm closure of the convex hull of the normal product states across \((\mathcal{M}, \mathcal{N})\); that is, it is a mixture of normal product states. Otherwise, \(\phi\) is said to be \textit{entangled} (across \((\mathcal{M}, \mathcal{N})\)).\(^\text{10}\) From the point of view of what is now called \textit{quantum information theory}, the primary difference between classical and quantum theory is the existence of entangled states in quantum theory. In fact, only if both subsystems are quantum (i.e., both algebras are noncommutative so there exist entangled states on the composite system) \([77]\). Although not understood at that time in this manner, some of the founders of quantum theory realized as early as 1935 \([39, 82]\) that such entangled states were the source of the “paradoxical” behavior of quantum theory (as viewed from the vantage point of classical physics). Today, entangled states are regarded as a resource to be employed to carry out tasks that cannot be done classically, that is, only with separable states (cf. \([57, 62, 112]\)).

Another direct consequence of the Reeh–Schlieder Theorem is that for all nonempty spacelike separated \(O_1, O_2\) with nonempty causal complements, no matter how far spacelike separated they may be, there exist many projections \(P_i \in \mathcal{R}(O_i)\) that are positively correlated in the vacuum state; that is, such that \(\phi(P_1P_2) > \phi(P_1)\phi(P_2)\).

**Theorem 7.4.1.** Consider a vacuum representation of a local net fulfilling the condition of weak additivity, and let \(O_1, O_2\) be any nonempty spacelike separated regions with nonempty causal complements. Let \(\phi\) be any state induced by a vector analytic for the energy (e.g., the vacuum state). Then, for any projection \(P_1 \in \mathcal{R}(O_1)\) with \(0 \neq P_1 \neq I\) there exists a projection \(P_2 \in \mathcal{R}(O_2)\) such that \(\phi(P_1P_2) > \phi(P_1)\phi(P_2)\).

\(^9\) Also termed \textit{decomposable}, classically correlated, or unentangled by various authors.

\(^{10}\) This terminology is becoming standard in quantum information theory, but there are still physicists who tacitly restrict their attention to vector states on mutually commuting algebras of observables that are isomorphic to full matrix algebras (i.e., they consider only \textit{pure} states, which are entangled if and only if they are not product states).
This is an immediate consequence of Theorem 7.3.1 and the following lemma, the proof of which is implicit in the proof of Theorem 5 in [80]. For the convenience of the reader, we make this explicit here.

**Lemma 7.4.2.** Let $\mathcal{M}$ and $\mathcal{N}$ be von Neumann algebras on $\mathcal{H}$ with $\Omega \in \mathcal{H}$ a unit vector cyclic for $\mathcal{N}$ and separating for $\mathcal{M}$, and let $\omega$ be the corresponding state induced on $B(\mathcal{H})$. Then, for any projection $P \in \mathcal{M}$ with $0 \neq P \neq I$, there exists a projection $Q \in \mathcal{N}$ such that $\omega(PQ) > \omega(P)\omega(Q)$.

**Proof.** Let $P \in \mathcal{M}$ be a projection with $0 \neq P \neq I$. It suffices to establish the existence of a projection $Q \in \mathcal{N}$ such that $\omega(PQ) \neq \omega(P)\omega(Q)$ because, if necessary, $Q$ can be replaced by $I - Q \in \mathcal{N}$ to yield the assertion. So assume for the sake of contradiction that $\omega(PQ) = \omega(P)\omega(Q)$, for all such $Q$. Then, with $\hat{P} = P - \omega(P) \cdot I \in \mathcal{M}$, one has $\omega(\hat{P}Q) = 0$, for all projections $Q \in \mathcal{N}$. By the spectral theorem, this entails $\omega(\hat{P}N) = 0$, for all $N \in \mathcal{N}$; that is, $\langle \hat{P}\Omega, N\Omega \rangle = 0$, $N \in \mathcal{N}$.

Because $\Omega$ is cyclic for $\mathcal{N}$, this yields $\hat{P}\Omega = 0$, so that $\hat{P} = 0$; that is, $P = \omega(P) \cdot I$. Also, because $P = P^2$, this entails $\|P\Omega\|^2 = \langle P\Omega, P\Omega \rangle = \omega(P) \in \{0, 1\}$; that is, either $P\Omega = 0$ or $P\Omega = \Omega$ and, because $\Omega$ is separating for $\mathcal{M}$, this implies either $P = 0$ or $P = I$ holds, a contradiction in either case. ■

The fact that vacuum fluctuations enable such generic “superluminal correlations” has also generated controversy because they seem to challenge received notions of causality. This is another complex matter that we cannot go into here, but at least some forms of causality have been proven in AQFT (for recent discussions, see, e.g., [34,78]) and therefore are completely compatible with such correlations.

Of course, Theorem 7.4.1 entails that the vacuum is not a product state across $(\mathcal{R}(O_1), \mathcal{R}(O_2))$ but not yet that it is entangled across $(\mathcal{R}(O_1), \mathcal{R}(O_2))$. Much finer analyses of the nature and degree of the entanglement of the vacuum state have been carried out in the literature, and we explain some of these. A quantitative measure of entanglement is provided by using Bell correlations. The following definition was made in [96].

**Definition 7.4.3.** Let $\mathcal{M}, \mathcal{N} \subset B(\mathcal{H})$ be von Neumann algebras such that $\mathcal{M} \subseteq \mathcal{N}'$. The maximal Bell correlation of the pair $(\mathcal{M}, \mathcal{N})$ in the state $\phi$ is

$$\beta(\phi, \mathcal{M}, \mathcal{N}) \equiv \sup \frac{1}{2} \phi(M_1(N_1 + N_2) + M_2(N_1 - N_2)),$$

where the supremum is taken over all self-adjoint $M_i \in \mathcal{M}, N_j \in \mathcal{N}$ with norm less than or equal to 1.

As explained in, for example, [97], the CHSH version of Bell’s inequalities can be formulated in AQFT as

$$\beta(\phi, \mathcal{M}, \mathcal{N}) \leq 1. \quad (7.1)$$

If $\phi$ is separable across $(\mathcal{M}, \mathcal{N})$, then $\beta(\phi, \mathcal{M}, \mathcal{N}) = 1$ [97]. Hence, states that violate Bell’s inequalities are necessarily entangled, although the converse is not true (cf. [112]}
for a discussion and references). Whenever at least one of the systems is classical, the bound Equation (7.1) is satisfied in any state:

**Proposition 7.4.4 [97].** Let \( \mathcal{M}, \mathcal{N} \subset \mathcal{B}(\mathcal{H}) \) be mutually commuting von Neumann algebras. If either \( \mathcal{M} \) or \( \mathcal{N} \) is abelian, then \( \beta(\phi, \mathcal{M}, \mathcal{N}) = 1 \) for all states \( \phi \) on \( \mathcal{B}(\mathcal{H}) \).

If, conversely, both algebras are nonabelian, then there always exists a state in which the inequality Equation (7.1) is (maximally) violated, as long as the Schröder property holds; that is, \( MN = 0 \) for \( M \in \mathcal{M} \) and \( N \in \mathcal{N} \) entail either \( M = 0 \) or \( N = 0 \) [68]. Because it is known [35, 97] that \( 1 \leq \beta(\phi, \mathcal{M}, \mathcal{N}) \leq \sqrt{2} \), for all states \( \phi \) on \( \mathcal{B}(\mathcal{H}) \), one says that if \( \beta(\phi, \mathcal{M}, \mathcal{N}) = \sqrt{2} \), then the pair \( (\mathcal{M}, \mathcal{N}) \) maximally violates Bell’s inequalities in the state \( \phi \).

In [98], it is shown under quite general physical assumptions that in a vacuum representation of a local net one has \( \beta(\phi, \mathcal{R}(W), \mathcal{R}(W')) = \sqrt{2} \), for every wedge \( W \) and every normal state \( \phi \). In particular, Bell’s inequalities are maximally violated in the vacuum state. In addition, under somewhat more restrictive but still general assumptions satisfied by include free quantum field theories and other physically relevant models, it is shown in [98] that \( \beta(\phi, \mathcal{R}(O_1), \mathcal{R}(O_2)) = \sqrt{2} \), for any two spacelike separated double cones whose closures intersect (i.e., tangent double cones) and all normal states \( \phi \). Hence, such pairs of observable algebras also maximally violate Bell’s inequalities in the vacuum.

Commonly, physicists say that theories violating Bell’s inequalities are “nonlocal”; yet, here are fully local models maximally violating Bell’s inequalities. This linguistic confusion is probably so profoundly established by usage that it cannot be repaired, but the reader should be aware of the distinct meanings of these two uses of “local.” The former refers to nonlocalities in certain correlations (in certain states), whereas the latter refers to the commensurability of observables localized in spacelike separated spacetime regions. So, the former is a property of states, whereas the latter is a property of observable algebras. The results discussed herein establish the generic compatibility of the former sort of “nonlocality” with the latter kind of “locality.” The wary reader should always ascertain which sense of “local” is being employed by a given author.

In the now quite extensive quantum information theory literature, there are various attempts to quantify the degree of entanglement of a given state (cf., e.g., [57, 62]), but these agree that maximal violation of inequality Equation (7.1) entails maximal entanglement. Thus, the vacuum state is maximally entangled and thereby describes a maximally nonclassical situation.

The localization regions for the observable algebras that have been proven to manifest maximal violation of Bell’s inequality in the vacuum (indeed, in every state) are spacelike separated but tangent. If the double cones have nonzero spacelike separation, any violation of Bell’s inequality in the vacuum cannot be maximal:

**Proposition 7.4.5 [96, 97, 99].** Let \( O \mapsto \mathcal{R}(O) \) be a local net in an irreducible vacuum representation with a lowest mass \( m > 0 \). Then, for any pair \( (O_1, O_2) \) of spacelike separated regions, one has

\[
\beta(\phi, \mathcal{R}(O_1), \mathcal{R}(O_2)) \leq \sqrt{2} - \frac{\sqrt{2}}{7 + 4\sqrt{2}}(1 - e^{-md(O_1, O_2)})
\]
yet more ado about nothing

\[
\beta(\phi, R(O_1), R(O_2)) \leq 1 + 2e^{-md(O_1, O_2)}
\]

(optimal for larger \(d(O_1, O_2)\)), where \(\phi\) is a vacuum state and \(d(O_1, O_2)\) is the maximal timelike distance \(O_1\) can be translated before it is no longer spacelike separated from \(O_2\).

Hence, if \(d(O_1, O_2)\) is much larger than a few Compton wavelengths of the lightest particle in the theory, then any violation of Bell’s inequality in the vacuum would be too small to be observed. As explained in [97], if there are massless particles in the theory, then the best decay in the vacuum Bell correlation one can expect is proportional to \(d(O_1, O_2)^{-2}\). Although the decay in the massless case is much weaker, experimental apparata have nonzero lower bounds on the particle energies they can effectively measure. Such nonzero sensitivity limits would serve as an effective lowest mass, leading to an exponential decay once again [97]. Nonetheless, attempts have been made to obtain lower bounds on the Bell correlation \(\beta(\phi, R(O_1), R(O_2))\) as a function of \(d(O_1, O_2)\). Because the published results have only treated some very special models and very special observables, we shall refrain from discussing these here (but cf. [81] and references given there).

Nonetheless, using properties of \(\beta(\phi, M, N)\) established by the author and R. F. Werner [99], H. Halvorson and R. Clifton have proven the following result, which entails that in a vacuum representation in which weak additivity and locality hold, the vacuum state (and any state induced by a vector analytic for the energy) is entangled across \((R(O_1), R(O_2))\) for arbitrary nonempty spacelike separated regions \(O_1, O_2\).

**Theorem 7.4.6** [54]. Let \(M\) and \(N\) be nonabelian von Neumann algebras acting on \(\mathcal{H}\) such that \(M \subset N'\). If \(\Omega \in \mathcal{H}\) is cyclic for \(M\) and \(\omega\) is the state on \(B(\mathcal{H})\) induced by \(\Omega\), then \(\omega\) is entangled across \((M, N)\).

The proof does not provide a lower bound on \(\beta(\phi, M, N)\). For further discussion and references concerning the violation of Bell’s inequalities in algebraic quantum theory, see [54, 80, 92, 99].

Although model independent lower bounds on \(\beta(\phi, R(O_1), R(O_2))\) are not yet available, R. Verch and Werner [109] have obtained model independent results on the nature of the entanglement of the vacuum state across nontangent pairs \((R(O_1), R(O_2))\) in terms of some further notions currently employed in quantum information theory, which go beyond Theorem 7.4.6. They proposed the following definition [109].

**Definition 7.4.7**. Let \(M\) and \(N\) be von Neumann algebras acting on a Hilbert space \(\mathcal{H}\). A state \(\phi\) on \(B(\mathcal{H})\) has the positive partial transpose (ppt) property if for any choice of finitely many \(M_1, \ldots, M_k \in M\) and \(N_1, \ldots, N_k \in N\), one has

\[
\sum_{\alpha, \beta} \phi(M_\beta M_\alpha^* N_\alpha^* N_\beta) \geq 0.
\]

They show that this generalizes the notion of states with ppt familiar from quantum information theory [74], a notion restricted to finite dimensional Hilbert spaces before [109]. They also show that if a state is ppt, then it satisfies Bell’s inequalities, and they
prove that any separable state is ppt. Indeed, in general, the class of ppt states properly contains the class of separable states.

Another notion from quantum information theory is that of distillability (of entanglement). Roughly speaking, this refers to being able to operate on a given state in certain (local) ways to increase its entanglement across two subsystems. Separable states are not distillable; they are not entangled, and operating on them in the allowable manner will not result in an entangled state. We refer the reader to [109] for a discussion of the general case and restrict ourselves here to a discussion of the following special case.

**Definition 7.4.8 [109].** Let \( \mathcal{M} \) and \( \mathcal{N} \) be von Neumann algebras acting on a Hilbert space \( \mathcal{H} \). A state \( \phi \) on \( \mathcal{B}(\mathcal{H}) \) is 1-distillable if there exist completely positive maps \( T : \mathcal{B}(\mathbb{C}^2) \to \mathcal{M} \) and \( S : \mathcal{B}(\mathbb{C}^2) \to \mathcal{N} \) such that the functional \( \omega(X \otimes Y) \equiv \phi(T(X)S(Y)) \), \( X \otimes Y \in \mathcal{B}(\mathbb{C}^2) \otimes \mathcal{B}(\mathbb{C}^2) \) is not ppt.

Verch and Werner show that 1-distillable states are distillable and not ppt. They also prove the following theorem.

**Proposition 7.4.9 [109].** Let \( \mathcal{O} \mapsto \mathcal{R}(\mathcal{O}) \) be a local net in a vacuum representation satisfying weak additivity. Then, if \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) are strictly spacelike separated double cones, the vacuum state is 1-distillable across the pair \((\mathcal{R}(\mathcal{O}_1), \mathcal{R}(\mathcal{O}_2))\).

Hence, the vacuum is distillable and not ppt across \((\mathcal{R}(\mathcal{O}_1), \mathcal{R}(\mathcal{O}_2))\) no matter how large \( d(\mathcal{O}_1, \mathcal{O}_2) \) is. We remark that once again, this theorem is valid also for states induced by vectors in the vacuum representation that are analytic for the energy [109]. For a discussion of some further aspects of the entanglement of the vacuum in AQFT, we refer the reader to [36].

### 7.5 Geometric Modular Action

We emphasize that nearly all of the remarkable properties of the vacuum state discussed to this point are shared by all vector states that are analytic for the energy. In the remainder of this chapter, we deal with properties unique to the vacuum.

A crucial breakthrough in the theory of operator algebras was the Tomita–Takesaki theory [103] (see also [60, 105]), which is proving itself to be equally powerful and productive for the purposes of mathematical quantum theory. One of the settings subsumed by this theory is a von Neumann algebra \( \mathcal{M} \) with a cyclic and separating vector \( \Omega_1 \in \mathcal{H} \). The data \( (\mathcal{M}, \Omega) \) then uniquely determine an antiunitary involution \( J \in \mathcal{B}(\mathcal{H}) \) and a strongly continuous group of unitaries \( \Delta^{it}, t \in \mathbb{R} \), \(^{12}\) such that \( J\Omega = \Omega = \Delta^{it}\Omega \), \( J\mathcal{M}J = \mathcal{M} \), and \( \Delta^{it}\mathcal{M}\Delta^{-it} = \mathcal{M} \), for all \( t \in \mathbb{R} \), along with further significant properties. From the Reeh–Schlieder Theorem (Theorem 7.3.1), this theory is applicable to the pair \((\mathcal{R}(\mathcal{O}), \Omega)\), under the indicated conditions. As explained already, the algebras and states are operationally determined (in principle), the corresponding modular objects \( J_\mathcal{O}, \Delta^{it}_\mathcal{O} \) are as well.

---

\(^{11}\) Commonly called the modular conjugation or modular involution associated with \( (\mathcal{M}, \Omega) \).

\(^{12}\) \( \Delta \) is a certain, typically unbounded, positive operator called the modular operator associated with \( (\mathcal{M}, \Omega) \).
In pathbreaking work \cite{bisognano1, bisognano2}, J. J. Bisognano and E. H. Wichmann showed that for a net of von Neumann algebras $\mathcal{O} \mapsto \mathcal{R}(\mathcal{O})$ locally associated with a finite-component quantum field satisfying the Wightman axioms \cite{wightman1, wightman2, wightman3} (and therefore in a vacuum representation), the modular objects $J_W, \Delta^R_W$ determined by the wedge algebras $\mathcal{R}(W), W \in \mathcal{W}$, and the vacuum vector $\Omega$ have a geometric interpretation\textsuperscript{13}:

\[
\Delta^R_W = U(\lambda_W(2\pi t)),
\]

for all $t \in \mathbb{R}$ and $W \in \mathcal{W}$, where $\{\lambda_W(2\pi t) \mid t \in \mathbb{R}\} \subset \mathcal{P}_+$ is the one-parameter subgroup of boosts leaving $W$ invariant. Explicitly for $W = W_R$,

\[
\lambda_{W_R}(t) = \begin{pmatrix}
\cosh t & \sinh t & 0 & 0 \\
\sinh t & \cosh t & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

The relation Equation (7.2) has come to be referred to as modular covariance. Moreover, for scalar Boson fields\textsuperscript{14} one has

\[
J_{W_R} = \Theta U_\pi,
\]

where $\Theta$ is the PCT-operator associated to the Wightman field and $U_\pi$ implements the rotation through the angle $\pi$ about the 1-axis, with similar results for general wedge $W \in \mathcal{W}$. Hence, one has

\[
J_{W_R} \mathcal{R}(\mathcal{O}) J_{W_R} = \mathcal{R}(\theta_R \mathcal{O}),
\]

for all $\mathcal{O}$, where $\theta_R \in \mathcal{P}_+$ is the reflection through the edge $\{(0, x_2, x_3) \mid x_2, x_3 \in \mathbb{R}\}$ of the wedge $W_R$. This implies in turn that for all $W \in \mathcal{W}$, one has

\[
J_W \{\mathcal{R}(\tilde{W}) \mid \tilde{W} \in \mathcal{W}\} J_W = \{\mathcal{R}(\tilde{W}) \mid \tilde{W} \in \mathcal{W}\}.
\]

Thus, the adjoint action of the modular involutions $J_W, W \in \mathcal{W}$, leaves the set $\{\mathcal{R}(W) \mid W \in \mathcal{W}\}$ of observable algebras associated with wedges invariant; that is, wedge algebras are transformed to wedge algebras by this adjoint action.

Although in the special case of the massless free scalar field \cite{massless} (and, more generally, for conformally invariant quantum field theories \cite{conformal}) also the modular objects corresponding to $\{\mathcal{R}(\mathcal{O}), \Omega\}$ for $\mathcal{O} \in \mathcal{D}$ have geometric meaning, some explicit computations in the free massive field have indicated that this is not true in general. Moreover, as we shall see in the next section, only the vacuum vector $\Omega$ yields modular objects having any geometric content. This fact yields an intrinsic characterization of the vacuum state.

But before we explore this noteworthy state of affairs, let us examine some of the more striking consequences of the previous relations. For simplicity, we shall restrict these remarks to the case of nets of algebras locally associated with a scalar Bose field. Because every element $\tilde{\lambda} \in \mathcal{L}_+ \setminus \mathcal{L}_+^\dagger$ of the complement of the identity component $\mathcal{L}_+^\dagger$ of the Lorentz group in the proper Lorentz group $\mathcal{L}_+$ can be factored uniquely into a product $\tilde{\lambda} = \theta_R \lambda$, with $\lambda \in \mathcal{L}_+^\dagger$, it follows that by defining $U(\tilde{\lambda}) = J_{W_R} U(\lambda)$, one

\textsuperscript{13} See also \cite{glimm} for later advances in this particular setting.

\textsuperscript{14} See \cite{bisognano2} for arbitrary finite-component Wightman fields.
obtains an (anti-)unitary representation of the proper Poincaré group $P_+$, which acts covariantly on the original net of observables. Moreover, denoting by $J$ the group generated by $\{J_W | W \in \mathcal{W}\}$ and $J_+$ as the subgroup of $J$ consisting of products of even numbers of the generating involutions $\{J_W | W \in \mathcal{W}\}$, one has

$$J = U(P_+) \quad \text{and} \quad J_+ = U(P_+^1).$$

(7.6)

Hence, the modular involutions $\{J_W | W \in \mathcal{W}\}$ encode the isometries of the underlying spacetime as well as a representation of the isometry group that acts covariantly on the observables. So, in particular, $U(\mathbb{R}^4) \subset J_+$. Recalling that the subgroup of translations $U(\mathbb{R}^4)$ determines the dynamics of the quantum field, one sees that the modular involutions also encode the dynamics of the model! The dynamics need not be posited but instead can be derived from the observables and preparations of the quantum system, at least in principle, using the modular involutions.

If the quantum field model is such that a scattering theory can be defined for it and satisfies asymptotic completeness [3, 8, 58], then the original fields and the asymptotic fields act on the same Hilbert space and have the same vacuum. Letting $R^{(0)}(W)$, $W \in \mathcal{W}$, denote the observable algebras associated with the free asymptotic field and $J_W^{(0)}$ represent the modular involution corresponding to $(R^{(0)}(W), \Omega)$, one has, as was pointed out by Schroer [84],

$$S = J_W S^{(0)} \quad J_W^{(0)},$$

where $S$ is the scattering matrix for the original field model. Hence, the modular involutions associated with the wedge algebras and the vacuum state also encode all information about the results of scattering processes in the given model!15

In addition, because of the connection between Tomita–Takesaki modular theory and KMS–states [13], modular covariance entails that when the vacuum state is restricted to $R(W)$ for any wedge $W$, then with respect to the automorphism group on $R(W)$ generated by the boosts $U(\lambda_W(t))$, it is an equilibrium state at temperature $1/2\pi$ (in suitable units). Hence, any uniformly accelerated observers find when testing the vacuum that it has a nonzero temperature [88]. This striking fact is called the Unruh effect [108]. Moreover, because KMS–states are passive [75], the vacuum satisfies the second law of thermodynamics with respect to boosts—an additional stability property.

Modular covariance and/or the geometric action of the modular conjugations in Equation (7.4) have also been derived under other sets of assumptions (in addition to those discussed in the next section) that do not refer to the Wightman axioms; that is, purely algebraic settings in which no appeal to Wightman fields is made [16,65,72,107] (see [10] for a review). Thus, these properties and their many consequences hold quite generally. It is also of interest that some of these settings provide algebraic versions of the PCT Theorem and the Spin–Statistics connection [16,51,63,67,72], but we shall not enter on this topic here. We now turn to those conditions that provide an intrinsic characterization of the vacuum state.

---

15 Note that the same is not true about the modular unitaries because both the original field and the asymptotic field are covariant under the same representation of $P_+$. 
7.6 Intrinsic Characterization of the Vacuum State

Although the definition of a vacuum state given in Definition 7.2.1 is standard, it is not quite satisfactory because it is not (operationally) intrinsic. It has been seen in Section 7.2 that the elements of quantum theory that are closest to its operational foundations are states and observables. However, in the definition of the vacuum state, one finds such notions as the spectrum condition and automorphic (and unitary) representations of the Poincaré group, all of which are not expressed solely in terms of these states and observables. This may not disturb some readers, so let us step back and locate the notion of Minkowski space vacuum state in a larger context.

One of the primary roles of the vacuum state in quantum field theory has been to serve as a physically distinguished reference state with respect to which other physical states can be defined and referred. Let us recall as an example of this that perturbation theory is performed with respect to the vacuum state; that is, computations performed for general states of interest in quantum field theory are carried out by suitably perturbing the vacuum. This role has proven to be so central that when theorists tried to formulate quantum field theory in spacetimes other than Minkowski space, they tried to find analogous states in these new settings, thereby running into some serious conceptual and mathematical problems. This is not the place to explain the range and scope of these difficulties, but one noteworthy problem is indicated by the question: What could replace the large isometry group (the Poincaré group) of Minkowski space in the definition of “vacuum state,” in light of the fact that the isometry group of a generic spacetime is trivial? A further point is that in the definition of “vacuum state,” the spectrum condition serves as a stability condition; what could replace it even in such highly symmetric spacetimes as de Sitter space, where the isometry group, although large, does not contain any translations?

After much effort, a number of interesting selection criteria have been isolated and studied; see, for example, [11, 14, 19, 21, 28, 29, 43, 61, 66, 70, 76, 90]. Of these, all but one either select an entire folium of states—that is, a representation, instead of a state—or are explicitly limited to a particular subclass of spacetimes (or both). Here, we discuss the selection criterion provided by the Condition of Geometric Modular Action (CGMA), which in the special case of Minkowski space selects the vacuum state (as opposed to selecting the entire vacuum representation) but which can be formulated for general spacetimes.

As we now no longer have a vacuum state/representation given, we return to the notation of Section 7.2 and the initial data of a net \( \mathcal{O} \mapsto \mathcal{R}(\mathcal{O}) \) of observable algebras and a state \( \phi \) on \( \mathcal{R} \). The question we are now examining is: Under which conditions, stated solely in terms of mathematical quantities completely determined by these initial data, is \( \phi \) a vacuum state? Surprisingly, the core of the answer to this question is the relation in Equation (7.5). It will be convenient to introduce the notation \( \mathcal{R}_\phi(\mathcal{O}) \equiv \pi_\phi(\mathcal{R}(\mathcal{O}))'' = (\pi_\phi(\mathcal{R}(\mathcal{O})))'' \). We consider a special case of the condition first discussed in [27] and subsequently further generalized in [19].

\[16 \text{ After all, the spacetime in which we find ourselves is not Minkowski space.} \]
Definition 7.6.1. A state \( \phi \) on a net \( O \mapsto \mathcal{R}(O) \) satisfies the CGMA if the vector \( \Omega_\phi \) is cyclic and separating for \( \mathcal{R}_\phi(W), W \in \mathcal{W} \), and if the modular conjugation \( J_W \) corresponding to \( (\mathcal{R}_\phi(W), \Omega_\phi) \) satisfies
\[
J_W \{ \mathcal{R}_\phi(\tilde{W}) \mid \tilde{W} \in \mathcal{W} \} J_W \subset \{ \mathcal{R}_\phi(W) \mid W \in \mathcal{W} \}
\]
(7.7)
for all \( W \in \mathcal{W} \).

Note that there is no prima facie reason why Equation (7.5) should imply Equation (7.4). Indeed, why should the action in Equation (7.5) even be implemented by point transformations on \( \mathbb{R}^4 \), much less by Poincaré transformations? And, because all Poincaré transformations map wedges to wedges, why should Equation (7.4) be the only solution, even if one did find oneself in the latter, fortunate situation?

The following theorem was proven in [19,28]. The interested reader may consult [28] for the definition of the weak technical property referred to in hypothesis (c) of the following theorem—a property that involves only the net \( W \mapsto \mathcal{R}_\phi(W) \) itself.\(^{17}\)

Theorem 7.6.2 [19,28]. Let \( \phi \) be a state on a net \( O \mapsto \mathcal{R}(O) \) that satisfies the following constraints:
(a) The map \( \mathcal{W} \ni W \mapsto \mathcal{R}_\phi(W) \in \{ \mathcal{R}_\phi(W) \mid W \in \mathcal{W} \} \) is an order-preserving bijection.
(b) If \( W_1 \cap W_2 \neq \emptyset \), then \( \Omega_\phi \) is cyclic and separating for \( \mathcal{R}_\phi(W_1) \cap \mathcal{R}_\phi(W_2) \). Conversely, if \( \Omega_\phi \) is cyclic and separating for \( \mathcal{R}_\phi(W_1) \cap \mathcal{R}_\phi(W_2) \), then \( \overline{W_1} \cap \overline{W_2} \neq \emptyset \), where the bar denotes closure.
(c) The net \( W \mapsto \mathcal{R}_\phi(W) \) is locally generated.
(d) The adjoint action of the modular conjugations \( J_W, W \in \mathcal{W} \), acts transitively upon the set \( \{ \mathcal{R}_\phi(W) \mid W \in \mathcal{W} \} \); that is, there exists a wedge \( W_0 \in \mathcal{W} \) such that
\[
\{ J_W \mathcal{R}_\phi(W_0) J_W \mid W \in \mathcal{W} \} = \{ \mathcal{R}_\phi(W) \mid W \in \mathcal{W} \}.
\]

Then, there exists a continuous (anti-)unitary representation \( U \) of \( \mathcal{P}_+ \) that leaves \( \Omega_\phi \) invariant and acts covariantly upon the net:
\[
U(\lambda) \mathcal{R}_\phi(O) U(\lambda)^{-1} = \mathcal{R}_\phi(\lambda O),
\]
for all \( O \) and \( \lambda \in \mathcal{P}_+ \). Moreover, \( \mathcal{J} = U(\mathcal{P}_+), \mathcal{J}_+ = U(\mathcal{P}_+^\perp) \) and
\[
J_{W_{\mathcal{R}}} \mathcal{R}(O) J_{W_{\mathcal{R}}} = \mathcal{R}(\theta_R O),
\]
for all \( O \). Furthermore, the wedge duality condition holds:
\[
\mathcal{R}_\phi(W^{'}) = \mathcal{R}_\phi(W)',
\]
for all \( W \in \mathcal{W} \), which entails that the net \( W \mapsto \mathcal{R}_\phi(W) \) is local.

Hence, from the state and net are derived the isometry group of the spacetime; a unitary representation of the isometry group formed from the modular involutions, leaving the state invariant and acting covariantly on the net; the specific geometric

\(^{17}\) In fact, hypothesis (c) may be dispensed with if the Modular Stability Condition (see later) is satisfied [28].
action of the modular involutions found in a special case by Bisognano and Wichmann; the locality of the net; and even the dynamics and so forth of the theory (see Section 7.5).

The conceptually crucial observation is that all conditions in the hypothesis of this theorem are expressed solely in terms of the initial net and state, or algebraic quantities completely determined by them. Condition (a) entails that the adjoint action of the modular involutions $J_W$ upon the net induces an inclusion preserving bijection on the set $\mathcal{W}$. Condition (b) assures that this bijection can be implemented by point transformations (indeed, Poincaré transformations) [19], and (c) implies that the representation $U(P_+)$ is continuous [28]. Condition (d) strengthens the CGMA. Without this strengthening, the adjoint action of the $J_W$ can still be shown to be implemented by Poincaré transformations [19], but the group $\mathcal{J}$ can then be isomorphic to a proper subgroup of $P_+$ [44].

Although such a state $\phi$ is clearly a physically distinguished state, the spectrum condition and modular covariance need not be fulfilled [19]. As an intrinsic stability condition, the Modular Stability Condition has been proposed.

**Definition 7.6.3 [19].** For any $W \in \mathcal{W}$, the elements $\Delta^i_t(W), t \in \mathbb{R}$, of the modular group corresponding to $(R_\phi(W), \Omega_\phi)$ are contained in $\mathcal{J}$.

Note that in this condition, no reference is made to the spacetime, its isometry group, or any representation of the isometry group. This condition can be posed for models on any spacetime [19]. Together with the CGMA, this modular stability condition then yields both the spectrum condition and modular covariance in Equation (7.2).

**Theorem 7.6.4 [19,28].** If, in addition to the hypothesis of Theorem 7.6.2, the Modular Stability Condition is satisfied, then after choosing suitable coordinates on $\mathbb{R}^4$, the spectrum condition is satisfied by $U(P_+)$ and modular covariance holds. The associated representation $(\mathcal{H}_\phi, \pi_\phi, \Omega_\phi)$ is therefore a vacuum representation.

Of course, this is not, strictly speaking, a characterization of arbitrary vacuum states; this theorem provides an intrinsic characterization of those vacuum states that manifest further desirable properties, properties that are also manifested in the models in the special circumstances considered by Bisognano and Wichmann. But because these latter circumstances are precisely those expected to arise in standard quantum field theory, the vacuum states characterized in Theorems 7.6.2 and 7.6.4 are probably the vacuum states of most direct physical interest.

### 7.7 Deriving Spacetime from States and Observables

Although the hypothesis of Theorem 7.6.4 makes no explicit or implicit reference to an underlying spacetime, Theorem 7.6.2 does so implicitly through use of the set of wedges $\mathcal{W}$. However, the results of the preceding section did suggest the possibility
that without any a priori reference to a spacetime, the spacetime itself as well as an assignment of localization regions for the observable algebras—along with all of the previously mentioned results—could be derived from the modular conjugations associated with a collection of algebras and a suitable state, as long as the set of modular conjugations verifies certain purely algebraic relations. And, if the Modular Stability Condition is also satisfied, the state would then be a vacuum state, and the CGMA and modular covariance would be satisfied. In fact, this program has been carried out for a few spacetimes in [100–102, 113]. To minimize technical complications that would distract attention away from the essential conceptual point to be made, we discuss this approach only in the example of three-dimensional Minkowski space.

To eliminate any reference to a spacetime and to strengthen the purely operational nature of the initial data, we consider a collection \( \{A_i\}_{i \in I} \) of unital \( C^* \)-algebras indexed by “laboratories” \( i \in I \). \( A_i \) is interpreted as the algebra generated by all observables measurable in the laboratory \( i \).\(^{20}\) It makes sense to speak of one laboratory as being contained in another, so the set \( I \) of laboratories is provided with a natural partial order \( \leq \). It is then immediate that if \( i \leq j \), then \( A_i \subset A_j \). Hence, the map \( I \ni i \mapsto A_i \in \{A_i\}_{i \in I} \) is order preserving. We shall assume that this map is a bijection because otherwise there would be some redundancy in the description of the system. If \( (I, \leq) \) is a directed set, then \( \{A_i\}_{i \in I} \) is a net and the inductive limit \( \mathcal{A} \) of \( \{A_i\}_{i \in I} \) exists and may be used as a reference algebra. But even if \( \{A_i\}_{i \in I} \) is not a net, it is possible \(^{46}\) naturally to embed \( A_i, i \in I \), into a \( C^* \)-algebra \( \mathcal{A} \) so that the inclusion relations are preserved. It is not necessary to distinguish between these cases in the results, and we refer to states \( \phi \) on \( \mathcal{A} \) as being states on the net \( \{A_i\}_{i \in I} \).

Given such a state \( \phi \), we proceed to the corresponding GNS representation and define \( \mathcal{R}_i = \pi_\phi(A_i)'' \), \( i \in I \). We assume that the implementing vector \( \Omega_\phi \) is cyclic and separating for all \( \mathcal{R}_i \), \( i \in I \), and denote by \( J_i, \Delta_i \), the corresponding modular objects. Again, let \( \mathcal{J} \) denote the group generated by the involutions \( J_i, i \in I \). Note that \( J \Omega_\phi = \Omega_\phi \), for all \( J \in \mathcal{J} \). In this abstract context, the CGMA is the requirement that the adjoint action of each \( J_i \) upon the elements of \( \{\mathcal{R}_i\}_{i \in I} \) leaves the set \( \{\mathcal{R}_i\}_{i \in I} \) invariant \(^{19}\). Among other matters, the CGMA here entails that the set \( \{J_i\}_{i \in I} \) is an invariant generating set for the group \( \mathcal{J} \).\(^{21}\) and such a structure is the starting point for the investigations of the branch of geometry known as absolute geometry (see e.g., [1, 4, 5]). From such a group and a suitable set of axioms to be satisfied by the generators of that group, absolute geometers derive various “metric” spaces such as Minkowski spaces and Euclidean spaces on which the abstract group \( \mathcal{J} \) now acts as the isometry group of the metric space. Different sets of axioms on the group yield different metric spaces. This affords us with the possibility of deriving a spacetime from the group \( \mathcal{J} \), so that the operational data \( (\phi, \{A_i\}_{i \in I}) \) would determine the spacetime in which the quantum systems could naturally be considered to be evolving. We emphasize that different groups \( \mathcal{J} \) would verify different sets of algebraic relations and would thus lead to different spacetimes.

\(^{20}\) The index set can be naturally refined by further encoding the time (with respect to some reference clock in the laboratory) during which the measurement is carried out without changing the validity of the following assertions.

\(^{21}\) In other words, the smallest group containing \( \{J_i\}_{i \in I} \) is \( \mathcal{J} \) and \( J \{J_i\}_{i \in I} J^{-1} \subset \{J_i\}_{i \in I} \) for all \( J \in \mathcal{J} \).
For the convenience of the reader, we summarize our standing assumptions, which refer solely to objects that are completely determined by the data \((\phi, \{\mathcal{A}_i\}_{i \in I})\).

**Standing Assumptions.** For the net \(\{\mathcal{A}_i\}_{i \in I}\) of nonabelian \(C^*\)-algebras and the state \(\phi\) on \(\mathcal{A}\), we assume

(i) \(i \mapsto \mathcal{R}_i\) is an order-preserving bijection.
(ii) \(\Omega_\phi\) is cyclic and separating for each algebra \(\mathcal{R}_i, i \in I\).
(iii) the adjoint action of each \(J_i\) leaves the set \(\{\mathcal{R}_i\}_{i \in I}\) invariant.

Already these assumptions restrict significantly the class of admissible groups \(\mathcal{J}\) [19]. In general, it may be necessary to pass to a suitable subcollection of \(\{\mathcal{R}_i\}_{i \in I}\) for the Standing Assumptions to be satisfied [19] (if, indeed, they are satisfied at all); see [100] for a brief discussion of this point.

We must introduce some notation to formulate concisely the algebraic requirements on \(\mathcal{J}\) that lead to the construction of three-dimensional Minkowski space. We use lower-case Latin letters to denote arbitrary modular involutions \(J_i, i \in I\), upper-case Latin letters to denote involutions in \(\mathcal{J}\) of the form \(ab\), and lower-case Greek letters for arbitrary elements of \(\mathcal{J}\). By \(\xi | \eta\), we mean “\(\xi \eta\) is an involution,” and \(\alpha, \beta | \xi, \eta\) is shorthand for “\(\alpha \xi, \beta \xi, \alpha \eta, \beta \eta\)”

**Theorem 7.7.1** [100]. Assume in the previous setting that the following relations hold in \(\mathcal{J}\):

1. For every \(P, Q\) there exists a \(g\) with \(P, Q \mid g\).
2. If \(P, Q \mid g, h\), then \(P = Q\) or \(g = h\).
3. If \(a, b, c \mid P\), then \(abc \in \{J_i : i \in I\}\).
4. If \(a, b, c \mid g\), then \(abc \in \{J_i : i \in I\}\).
5. There exist \(g, h, j\) such that \(g \mid h\) but \(j \mid g, h, gh\) are all false.
6. For each \(P \) and \(g\) with \(P \mid g\) false, there exist exactly two distinct elements \(h_1, h_2\) such that \(h_1, h_2 \mid P\) is true and \(g, h_1 \mid R, c\) are false for all \(R, c, i = 1, 2\).

Then there exists a model (based on \(\mathcal{J}\)) of three-dimensional Minkowski space in which each \(J_i, i \in I\) is identified as a spacelike line (and every spacelike line is such an element) and on which each \(J_i, i \in I\) acts adjointly as the reflection about the spacelike line to which it corresponds. \(\mathcal{J}\) is isomorphic to \(\mathcal{P}_+\) [22] and forms in a canonical manner a strongly continuous (anti-)unitary representation \(U\) of \(\mathcal{P}_+\). Moreover, there exists a bijection \(\chi : I \rightarrow \mathcal{W}\) [23] such that after defining \(\mathcal{R}(\chi(i)) = \mathcal{R}_i\), the resultant net \(\{\mathcal{R}(\chi(i))\}\) of wedge algebras on Minkowski space is covariant under the action of the representation \(U(\mathcal{P}_+)\). Furthermore, one has \(\mathcal{R}(\chi(i))' = \mathcal{R}(\chi(i)'\) for all \(i \in I\). Thus, if the map \(\chi : I \rightarrow \mathcal{W}\) is order preserving, then the net \(\{\mathcal{R}(\chi(i))\}\) is local.

If, further, \(\Delta^I_j \in \mathcal{J}\) for all \(j \in I, t \in \mathbb{R}\), then modular covariance is satisfied and the state \(\omega\) is a vacuum state on the net \(\{\mathcal{R}(\chi(i))\}\).

We emphasize that assumptions 1–6 are purely algebraic in nature and involve only the group \(\mathcal{J}\), which is completely determined by the initial data \((\phi, \{\mathcal{A}_i\}_{i \in I})\). Although

---

22 The proper Poincaré group for three-dimensional Minkowski space.
23 The set of wedges in three-dimensional Minkowski space.
we do not propose the verification of such conditions as a practical procedure to
determine spacetime, it is, in our view, a noteworthy conceptual point that such a
derivation is possible in principle. It is also noteworthy that the derived structure is so
rigid and provides such a complete basis for physical interpretation. Indeed, from the
observables and state can be derived a spacetime, an identification of the localizations
of the observables in that spacetime, and a continuous unitary representation of the
isometry group of the spacetime such that the resultant, reinterpreted net is covariant
under the action of the isometry group and the reinterpreted state is a vacuum state. It
is perhaps worth mentioning that the modular symmetry group $\mathcal{J}$ of a theory on four-
dimensional Minkowski space as discussed in Section 7.6 does not verify assumptions
1–6. Moreover, models on three-dimensional Minkowski space satisfying the CGMA
do verify assumptions 1–6.

In [101, 102, 113], sets of algebraic conditions on $\mathcal{J}$ have also been found so that
the space derived is three-dimensional de Sitter space, respectively, four-dimensional
Minkowski space. We anticipate that similar results can be proven for other highly
symmetric spacetimes such as anti-de Sitter space and the Einstein universe, but not
for general spacetimes.

### 7.8 Concluding Remarks

It is a striking fact that in the aforementioned senses, the modular involutions associated
with the vacuum state (and only the vacuum state) encode the following physically
significant matters:

- the spacetime in which the quantum systems may be viewed as evolving
- the isometry group of the spacetime
- a strongly continuous unitary representation of this isometry group that acts covariantly
  on the net of observable algebras and leaves the state invariant
- the locality (i.e., the Einstein causality, of the quantum systems)
- the dynamics of the quantum systems
- the scattering behavior of the quantum systems
- the spin–statistics connection in the quantum systems
- the stability of the quantum systems
- the thermodynamic behavior of the quantum systems

It has also become clear through examples—quantum field theories on de Sitter
space [11, 19, 44], anti–de Sitter space [21, 29], a class of positively curved Robertson–
Walker spacetimes [24, 25], as well as others [90, 95]—that the encoding of crucial
physical information by modular objects and the subsequent utility of this approach
are not limited to Minkowski space theories.

It is necessary to distinguish between the (in some sense) maximal results of Section
7.7 and those of Section 7.6. The former cannot be expected to be reproducible in
most spacetimes because the isometry groups are not large enough to determine the
spacetime, and the arguments in Section 7.7 rely tacitly on the possibility of interpreting
the modular group $\mathcal{J}$ as (a suitably large subgroup of) the isometry group of some
spacetime. However, most of the results of Section 7.6 and, hence, most of the previous
list can be expected to be attainable in more general spacetimes, without regard to the size of the isometry group of the spacetime. As has been verified in a class of models in a family of Robertson–Walker spacetimes [24], the CGMA and the encoding of crucial physical information by modular involutions associated with certain observable algebras and select states can hold even when the modular symmetry group $J$ is strictly larger than the isometry group of the spacetime (in fact, in these examples, a significant portion of $J$ is not associated with any kind of pointlike transformations on the spacetime). In other words, it is quite possible that the fact that the modular symmetry group gives no more than (a subgroup of) the isometry group of the spacetime in the presence of the CGMA for theories on Minkowski or de Sitter space is an accident due to the fact that these spacetimes are maximally symmetric. Moreover, it is possible that using the CGMA and Modular Stability Condition to select states of physical interest yields a modular symmetry group $J$ containing—along with the standard symmetries expected from classical theory—new and purely quantum symmetries encoding unexpected physical information (further evidence for this speculation that goes beyond [24] can be adduced in [42]).

Finally, we mention that modular objects associated with privileged algebras of observables and states (usually the vacuum) are also proving to be useful in the construction of quantum field models in two-, three-, and four-dimensional Minkowski space, which cannot be constructed by previously known techniques of constructive quantum field theory [17, 23, 31, 32, 50, 69, 73, 85]. But, such matters go well beyond the scope of this chapter.
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8.1 Main Claim

I argue in this chapter that Einstein and von Neumann meet in algebraic relativistic quantum field theory in the following metaphorical sense: algebraic quantum field theory was created in the late 1950s/early 1960s and was based on the theory of “rings of operators,” which von Neumann established in 1935–1940 (partly in collaboration with J. Murray). In the years 1936–1949, Einstein criticized standard, nonrelativistic quantum mechanics, arguing that it does not satisfy certain criteria that he regarded as necessary for any theory to be compatible with a field theoretical paradigm. I claim that algebraic quantum field theory (AQFT) does satisfy those criteria and hence that AQFT can be viewed as a theory in which the mathematical machinery created by von Neumann made it possible to express in a mathematically explicit manner the physical intuition about field theory formulated by Einstein.

The argument in favor of this claim has two components:

1. **Historical**: An interpretation of Einstein’s (semi)formal wordings of his critique of nonrelativistic quantum mechanics.

   This interpretation results in mathematically explicit operational independence definitions, which, I claim, express independence properties of systems that are localized in causally disjoint spacetime regions. Einstein regarded these as necessary for a theory to comply with field theoretical principles.

2. **Systematic**: The presentation of several propositions formulated in terms of AQFT that state that the operational independence conditions in question do in fact typically hold in AQFT.

   This chapter is structured as follows:

   After presenting some historical comments in Section 8.2, I quote from Einstein’s famous 1948 *Dialectica* paper in Section 8.3 and isolate from the text three
requirements Einstein thought a physical theory must satisfy: spatiotemporality, independence, and local operations. After recalling some basic notions of algebraic quantum mechanics in Section 8.4, the main axioms of AQFT are recalled in Section 8.5, and it is argued here that spatiotemporality is the very principle on which the key notion of AQFT (the definition of local net of observables) is based.

Section 8.6 reviews several of the most important definitions in the hierarchy of independence concepts formulated in algebraic quantum mechanics and concludes with two propositions stating that the independence properties typically hold in AQFT. Section 8.7 interprets the *local operations* requirement by identifying it with what is called “operational separability,” the definition of which is formulated in this section in terms of operations (understood as completely positive unit preserving linear maps). Linking operational separability to the independence condition called *operational independence*, Section 8.7 concludes that the local-operations condition also is typically satisfied in AQFT. Section 8.8 raises the problem of relation of operational independence and operational separability in general (i.e., irrespective of the quantum field theoretical context) and, distinguishing a stronger and a weaker version of operational separability, argues that the weaker version is strictly weaker than operational separability.

I am aware that the historical aspect of the main claim is somewhat controversial because it rests on a particular interpretation of Einstein’s wording of his criticism of standard, nonrelativistic quantum mechanics. Section 8.9 indicates other possible interpretations of Einstein’s criticism and will qualify the main claim. The systematic part of the main claim seems to me meaningful, however, irrespective of its historical accuracy: The operational separability notions are intuitively physically motivated and mathematically well-defined concepts; investigating them and their relation to other independence concepts raises nontrivial questions, showing the richness and beauty of AQFT.

### 8.2 Preliminary Historical Comments

Einstein and von Neumann played very different but crucial roles in establishing non-relativistic quantum mechanics: Einstein’s Nobel Prize–winning explanation of the photoelectric effect in 1905 was a decisive step in lending credibility to the quantum hypothesis, whereas von Neumann’s three papers [43–45] and his subsequent book [46] clarified and summarized the mathematical foundations of quantum theory. In addition to their contribution to (mathematical) physics proper, both Einstein and von Neumann were deeply interested in interpretational–philosophical problems related to quantum mechanics: Einstein’s dissatisfaction with quantum mechanics and his criticism of this theory as a complete description of physical reality are well known and have been the subject of intensive scrutiny by historians and philosophers of physics. Von Neumann’s foundational work also was deeply philosophical: his famous no-go theorem on hidden variables presented in [46] and his idea of a nonclassical (quantum) logic associated with quantum mechanics and the problems he had seen in this connection.
are classical examples of his philosophical attitude and treatment of interpretational problems.\footnote{The literature on both Einstein’s and von Neumann’s work on quantum mechanics is enormous, so I make no attempt here to list even the most important works.}

Given their interest in philosophical–foundational issues related to quantum mechanics and the fact that both were members of the Institute for Advanced Study in Princeton from 1933 on, one would expect that the two had exchanged ideas and had discussions about the interpretation and foundations of quantum mechanics, especially around 1935–1936. This was the time when Einstein was working with Podolsky and Rosen on the EPR article \cite{15} and von Neumann was working on the theory of “rings of operators” (called today von Neumann algebras) and on quantum logic \cite{3}—both motivated by Hilbert space quantum mechanics. Curiously, however, Einstein and von Neumann did not seem to have had discussions about the foundations of quantum mechanics. To be more precise, the only record I am aware of that shows specifically that Einstein and von Neumann did possibly talk about interpretational problems of quantum mechanics is von Neumann’s letter to Schrödinger dated April 11, 1936, in which von Neumann writes:

Einstein has kindly shown me your letter as well as a copy of the Pr. Cambr. Phil. Soc. manuscript. I feel rather more over-quoted than under-quoted and I feel that my merits in the subject are over-emphasized. \cite[p. 211]{22} (von Neumann to Schrödinger, April 11, 1936)

Von Neumann refers here to the second of Schrödinger’s two papers on the problem of probabilistic correlations between spatially separated quantum systems \cite{30,31}. Einstein and Schrödinger corresponded about the EPR article in the summer of 1935 (see Jammer’s article \cite{18}), and Schrödinger’s two articles were motivated by his correspondence with Einstein. Schrödinger was bothered by the EPR-type correlations between spatially distant systems predicted by nonrelativistic quantum mechanics, and he seems to have thought that quantum field theory will also be problematic for this reason:

Though in the mean time some progress seemed to have been made in the way of coping with this condition (quantum electrodynamics), there now appears to be a strong probability (as P. A. M. Dirac\footnote{Schrödinger’s footnote: P. A. M. Dirac, \textit{Nature}. \textbf{137} (1936), 298.} has recently pointed out on a special occasion) that this progress is futile. \cite[p. 451]{31}

But von Neumann did not share Schrödinger’s concern:

I think that the difficulties you hint at are “pseudo-problems.” The “action at distance” in the case under consideration says only that even if there is no dynamical interaction between two systems (e.g., because they are far removed from each other), the systems can display statistical correlations. This is not at all specific for quantum mechanics, it happens classically as well. \cite[p. 212]{22} (von Neumann to Schrödinger, April 11, 1936)

To illustrate his point, von Neumann gives a simple example of a nonproblematic correlation between spatially distant systems—the example shows that von Neumann
regarded distant correlations nonproblematic as long as one can give an explanation of them in terms of common causes (see [23] for this interpretation of von Neumann’s position). Whether the EPR correlations can be given an interpretation in terms of common causes is a subtle matter to which I briefly return in Section 8.9; now I wish to point out that von Neumann reacted explicitly to Schrödinger’s skeptical remark about the prospects of relativistic quantum field theory as well:

And of course quantum electrodynamics proves that quantum mechanics and the special theory of relativity are compatible “philosophically”—quantum electrodynamic fails only because of the concrete form of Maxwell’s equations in the vicinity of a charge. [22, p. 213]

(von Neumann to Schrödinger, April 11, 1936)

So it seems that von Neumann thought that the real problem with relativistic quantum field theory was the presence of singularities caused by the assumption of point-like charges and the related infinitely sharp localization of fields (both originating in classical field theory), rather than some irreconcilable “philosophical incompatibility” between quantum theory and principles of causality. However, von Neumann did not attempt to make the compatibility explicit by formulating postulates that a quantum field theory should satisfy in order to be acceptable “philosophically.” This was done by Einstein in his critique of standard quantum mechanics as a complete theory.

8.3 Einstein’s Contrasting Standard Nonrelativistic Quantum Mechanics with Field Theory in 1948

Einstein’s dissatisfaction with quantum mechanics and his attempts to show that quantum mechanics is an incomplete theory are among the most analyzed aspects of the history and philosophy of quantum mechanics. Einstein gave his argument against the completeness of quantum mechanics (at least) four times after the publication of the EPR article [15] in 1935. The first formulation is contained in his 1935 letter to Schrödinger, which he wrote just a few weeks after the EPR paper had appeared (see [17] and [18] for the details of the Einstein–Schrödinger correspondence). This was followed by formulations in 1936 [12], 1948 [13], and 1949 [14]. All the formulations are informal; and, although the core idea remains the same, they are slightly different. One can see a gradual shift toward what I claim is a formulation of several criteria that Einstein thought must be satisfied by a physical theory if it is to be compatible with a field theoretical paradigm. These criteria are most explicitly present in his 1948 Dialectica paper [13], in which he writes:

If one asks what is characteristic of the realm of physical ideas independently of the quantum theory, then above all the following attracts our attention: the concepts of physics refer to a real external world, i.e. ideas are posited of things that claim a “real existence” independent of the perceiving subject (bodies, fields, etc.), and these ideas are, on the other hand, brought into as secure a relationship as possible with sense impressions. Moreover, it is characteristic of these physical things that they are conceived of as being arranged in a spacetime continuum. Further, it appears to be essential for this arrangement of the things introduced in physics that, at a specific time, these things claim an existence independent
of one another, insofar as these things “lie in different parts of space.” Without such an assumption of mutually independent existence (the “being-thus”) of spatially distant things, an assumption which originates in everyday thought, physical thought in the sense familiar to us would not be possible. Nor does one see how physical laws could be formulated and tested without such a clean separation. Field theory has carried out this principle to the extreme, in that it localizes within infinitely small (four dimensional) space-elements the elementary things existing independently of one another that it takes as basic as well as the elementary laws it postulates for them.

For the relative independence of spatially distant things (A and B), this idea is characteristic: an external influence on A has no immediate effect on B; this is known as the “principle of local action,” which is applied consistently only in field theory. The complete suspension of this basic principle would make impossible the idea of the existence of (quasi-)closed systems and, thereby, the establishment of empirically testable laws in the sense familiar to us.

...Matters are different, however, if one seeks to hold on principle II—the autonomous existence of the real states of affairs present in two separated parts of space \(R_1\) and \(R_2\) simultaneously with the principles of quantum mechanics. In our example the complete measurement on \(S_1\) of course implies a physical interference which only effects the portion of space \(R_1\). But such an interference cannot immediately influence the physically real in the distant portion of space \(R_2\). From that it would follow that every measurement regarding \(S_2\) which we are able to make on the basis of a complete measurement on \(S_1\) must also hold for the system \(S_2\) if, after all, no measurement whatsoever ensued on \(S_1\). That would mean that for \(S_2\) all statements that can be derived from the postulation of \(\psi_2\) or \(\psi'_2\), etc. must hold simultaneously. This is naturally impossible, if \(\psi_2, \psi'_2,\) are supposed to signify mutually distinct real states of affairs of \(S_2, \ldots\) [13] (Translation taken from [17].)

In the preceding passage, Einstein formulates (informally) three requirements for a physical theory to be compatible with a field theoretical paradigm:

1. **Spatiotemporality**: “physical things...are conceived of as being arranged in a spacetime continuum...”
2. **Independence**: “essential for this arrangement of the things introduced in physics is that, at a specific time, these things claim an existence independent of one another, insofar as these things ‘lie in different parts of space’.”
3. **Local operation**: “an external influence on A has no immediate effect on B; this is known as the ‘principle of local action’”; “...measurement on \(S_1\) of course implies a physical interference which only effects the portion of space \(R_1\). But such an interference cannot immediately influence the physically real in the distant portion of space \(R_2\).”

These three requirements are not independent: independence presupposes spatiotemporality conceptually: only if physical things are assumed to be arranged in a spacetime continuum can one ask whether the things so arranged have the feature independence; and it also is more or less clear that the local-operations requirement is an independence condition—indeed, independence of system \(S_2\) of (measurement) operations carried out on system \(S_1\).

It is true that standard (nonrelativistic) Hilbert space quantum mechanics is not field theoretical in the sense that observables in nonrelativistic quantum theory are not
“conceived of as being arranged in a spacetime continuum”: the observable quantities in quantum theory do not carry labels that would indicate their spatiotemporal location in a four-dimensional spacetime continuum and, accordingly, quantum measurements and operations are also not conceived of in quantum mechanics as possessing spatiotemporal tags explicitly. Neither is Hilbert space quantum mechanics covariant with respect to a relativistic symmetry group. Thus, quantum mechanics does not meet requirements of relativistic locality interpreted in the sense of a field theoretical paradigm, but AQFT does, or so I argue in the rest of this chapter.

8.4 Some Notions of Algebraic Quantum Mechanics

In what follows, $A$ denotes a unital $C^*$-algebra; $A_1, A_2$ are assumed to be $C^*$-subalgebras of $A$ (with common unit). $N$ denotes a von Neumann algebra; algebras $N_1, N_2$ are assumed to be von Neumann subalgebras of $N$ (with common unit). $A_1 \vee A_2$ (respectively, $N_1 \vee N_2$) denotes the $C^*$-algebra (respectively, von Neumann algebra) generated by $A_1$ and $A_2$ (respectively, by $N_1$ and $N_2$). A $W^*$-algebra $N$ is hyperfinite (or approximately finite dimensional) if there exists a series of finite-dimensional full matrix algebras $M_n (n = 1, 2, \ldots)$ such that $\bigcup_n M_n$ is weakly dense in $N$. $B(H)$ is the $C^*$-algebra (and von Neumann algebra) formed by the set of all bounded operators on Hilbert space $H$. $B(H)$ is hyperfinite if $H$ is a separable Hilbert space. For von Neumann algebra, $N \subseteq B(H)$, $N'$ stands for the commutant of $N$ in $B(H)$. $S(A)$ is the state space of $C^*$-algebra $A$. The self-adjoint elements in a $C^*$-algebra are interpreted as representatives of physical observables; the elements of the state space $S(A)$ represent physical states. (For the operator algebraic notions, see [4, 5, 19].)

In what follows, $T$ will denote a completely positive (CP) map on a $C^*$-algebra $A$; such a $T$ will also be assumed to preserve the identity: $T(I) = I$ (where $I$ is the unit of $A$). A (unit preserving) CP map is called a (nonselective) operation. An operation $T$ on a von Neumann algebra $N$ is called a normal operation if it is $\sigma$ weakly continuous.

The dual $T^*$ of an operation defined by 

$$S(A) \ni \phi \mapsto T^*\phi = \phi \circ T \in S(A)$$

maps the state space $S(A)$ into itself. If $T$ is a normal operation on the von Neumann algebra $N$, then $T^*$ takes normal states into normal states.

Operations are the mathematical representatives of physical operations: physical processes that take place as a result of physical interactions with the system. For a detailed description and physical interpretation of the notion of operation, see [20].

**Remark 1.** In sharp contrast to states, operations defined on a subalgebra of an arbitrary $C^*$-algebra are not, in general, extendable to an operation on the larger algebra [2]. A $C^*$-algebra $B$ is said to be injective if for any $C^*$-algebras $A_1 \subset A$ every CP unit-preserving linear map $T_1 : A_1 \to B$ has an extension to a CP unit-preserving linear map $T : A \to B$. A von Neumann algebra is injective (by definition) if it is injective as a $C^*$-algebra. It was shown in [2] that $B(H)$ is injective. Hyperfiniteness of a von Neumann algebra entails injectivity in general, and a von Neumann algebra acting on a separable Hilbert
space is injective if and only if it is hyperfinite [9], [10, Theorem 6]—this is why injectivity of the double-cone algebras in AQFT (Proposition 4) is important.

The following is a classic result characterizing operations:

**Proposition 1 (Stinespring’s representation theorem).** $T : A \to B(H)$ is a CP linear map from $C^*$-algebra $A$ into $B(H)$ if and only if it has the form

$$T(X) = V^*\pi(X)V \quad X \in A$$

where $\pi : A \to B(K)$ is a representation of $A$ on Hilbert space $K$ and $V : H \to K$ is a bounded linear map. If $A$ is a von Neumann algebra and $T$ is normal, then $\pi$ is a normal representation.

The following is a corollary of Stinespring’s theorem:

**Proposition 2 (Kraus’s representation theorem).** $T : B(H) \to B(H)$ is a normal operation if and only if there exists bounded operators $W_i$ on $H$ such that

$$T(X) = \sum_i W_i^*XW_i \quad \sum_i W_i^*W_i = I \quad (8.1)$$

The infinite sums are taken to converge in the $\sigma$-weak topology. $W_i$ are sometimes called “Kraus operators.”

It is important in Stinespring’s theorem (and, hence, also in Kraus’s theorem) that $T$ takes its value in the set of all bounded operators $B(H)$ on a Hilbert space. Stinespring’s theorem does not hold for an arbitrary von Neumann algebra in place of $B(H)$ because if it did, then this would entail that operations defined on subalgebras are always extendable from the subalgebra to the superalgebra, which however is not the case (cf. Remark 1). To put it differently: Kraus’s representation theorem does not hold for an arbitrary von Neumann algebra; hence, general operations on a von Neumann algebra are not of the form Equation (8.1).

A special case of operations are *measurements*: If one measures a (possibly unbounded) observable $Q$ defined on the Hilbert space $H$ with purely discrete spectrum $\lambda_i$ and corresponding spectral projections $P_i$, then the “projection postulate” is described by the operation $T_{proj}$ defined by

$$\mathcal{N} \ni X \mapsto T_{proj}(X) = \sum_i P_iXP_i. \quad (8.2)$$

$T_{proj}$ is a normal operation from $B(H)$ into the commutative von Neumann algebra $\{P_i\}'$ consisting of operators that commute with each $P_i$:

$$\{P_i\}' = \{X \in B(H) : X P_i = P_i X \text{ for all } i\}.$$  

It is known that the projection postulate has limited applicability: not every interaction with (operation on) a quantum system can be described by a $T_{proj}$ of the form Equation (8.2). (The Kraus operators need not be projections; an operation might not even have a Kraus representation at all.) For instance, if the observable to be measured does not have a discrete spectrum, then one cannot directly generalize formula (8.2)
to obtain a CP map [11]. But one can generalize some of the characteristic features of $T_{proj}$:

A positive, linear unit preserving map $T$ from $C^*$-algebra $A$ onto a $C^*$-subalgebra $A_0$ of $A$ whose restriction to $A_0$ is equal to the identity map is called a conditional expectation from $A$ onto $A_0$. Such a map will be denoted by $T_c$. Conditional expectations are completely positive.

If for a state $\varphi$ on $A$ the $T_c$ conditional expectation also preserves $\varphi$—that is, $\varphi(T_c(X)) = \varphi(X)$ for all $X \in A$—then $T_c$ is called a $\varphi$-preserving conditional expectation from $A$ onto $A_0$, and it will be denoted by $T_{\varphi}^c$.

It is known that for a given $A$, $A_0$, and $\varphi$, a $\varphi$-preserving conditional expectation from $A$ onto $A_0$ does not necessarily exist. But if $\varphi$ is a faithful normal state on von Neumann algebra $N$, then there always exists a $\varphi$-preserving CP map $T_{\varphi}$ from $N$ into any subalgebra $N_0$: the so-called Accardi–Cecchini $\varphi$-conditional expectation [1]. (Note that $T_{\varphi}$ is not a conditional expectation; that is, it is not a projection to $N_0$. So “$\varphi$-preserving conditional expectation” and “$\varphi$-conditional expectation” are different concepts, although the terms are deceptively close.)

### 8.5 Algebraic Quantum Field Theory

The basic idea of algebraic quantum field theory is precisely what Einstein requires in spatiotemporality: “physical things . . . are conceived of as being arranged in a space-time continuum . . .”: In AQFT, observables—interpreted as self-adjoint parts of $C^*$-algebras—are assumed to be localized in regions $V$ of the Minkowski spacetime $M$. The basic object in the mathematical model of a quantum field is thus the association of a $C^*$-algebra $A(V)$ to (open, bounded) regions $V$ of $M$, and all the physical content of the theory is assumed to be contained in the assignment $V \mapsto A(V)$. In particular, relativistic covariance of the theory also is expressed in terms of the net of algebras $\{A(V), V \subset M\}$, the net of algebras of local observables.

The net $\{A(V), V \subset M\}$ is specified by imposing on it physically motivated postulates. The following are these postulates:

1. **Isotony**: $A(V_1)$ is a $C^*$-subalgebra (with common unit) of $A(V_2)$ if $V_1 \subseteq V_2$.
2. **Local commutativity** (also called Einstein causality or microcausality):

   $A(V_1)$ commutes with $A(V_2)$ if $V_1$ and $V_2$ are spacelike separated.

Let

$$A_0 \equiv \bigcup_V A(V);$$

then, $A_0$ is a normed $*$-algebra, completion of which (in norm) is a $C^*$-algebra, called the quasilocal algebra determined by the net $\{A(V), V \subset M\}$.

3. **Relativistic covariance**: There exists a continuous representation $\alpha$ of the identity-connected component of the Poincaré group $P$ by automorphisms $\alpha(g)$ on $A$ such that

$$\alpha(g)A(V) = A(gV) \quad (8.3)$$

for every $g \in P$ and for every $V$. 

4. Vacuum: It also is postulated that there exists at least one physical representation of the algebra $A$; that is, it is required that there exist a Poincaré invariant state $\phi_0$ (vacuum) such that the spectrum condition (5. below) is fulfilled in the corresponding cyclic (GNS) representation $(\mathcal{H}_{\phi_0}, \Omega_{\phi_0}, \pi_{\phi_0})$. In this representation of the quasilocal algebra, the representation $\alpha$ is given as a unitary representation, and there exist the generators $P_i$, $(i = 0, 1, 2, 3)$ of the translation subgroup of the Poincaré group $\mathcal{P}$. The spectrum condition is formulated in terms of these generators as the following.

5. Spectrum condition:

$$P_0 \geq 0, \quad P_0^2 - P_1^2 - P_2^2 - P_3^2 \geq 0 \quad (8.4)$$

Given a state $\phi$, one can consider the net in the representation $\pi_{\phi}$ determined by $\phi$. If the particular state $\phi$ is not important, then the local von Neumann algebras $\pi_{\phi}(\mathcal{A}(V))''$ will be denoted by $\mathcal{N}(V)$.

It is a remarkable feature of these axioms that (under some additional assumptions) they are very rich in consequences: they entail a number of nontrivial features of the net. We mention two sorts of consequences that will be referred to in what follows: one is the Reeh–Schlieder theorem.

**Proposition 3 (Reeh–Schlieder theorem).** The vacuum state $\phi_0$ (more generally, any state of bounded energy) is faithful on local algebras $\mathcal{A}(V)$ pertaining to open bounded spacetime regions $V$.

The other type of result concerns the type and structure of certain local algebras. To state the proposition in this direction, recall that a double-cone region $D(x, y)$ of the Minkowski spacetime determined by points $x, y \in M$ such that $y$ is in the forward light cone of $x$ is, by definition, the interior of the intersection of the forward light cone of $x$ with the backward light cone of $y$. A general double cone is denoted by $D$.

**Proposition 4 [6], [16, p. 225].** The local von Neumann algebras $\mathcal{N}(D)$ associated with double cones $D$ are hyperfinite.

### 8.6 Independence

Einstein’s independence requirement demands that if $V_1$ and $V_2$ are spacelike separated regions, then the systems represented by algebras $\mathcal{A}(V_1)$ and $\mathcal{A}(V_2)$ must be “independent.” The local commutativity postulate is such an independence requirement; however, as it turns out, there are many other stronger, nonequivalent (but also nonindependent) concepts of independence that one can formulate for two $C^*$- and $W^*$-algebras. In the following, we list a few from the rich hierarchy; the list is far from being complete (for an extensive review of the independence concepts, see [33]).

**Definition 1.** A pair $(\mathcal{A}_1, \mathcal{A}_2)$ of $C^*$-subalgebras of $C^*$-algebra $\mathcal{A}$ is called $C^*$-independent if for any state $\phi_1$ on $\mathcal{A}_1$ and for any state $\phi_2$ on $\mathcal{A}_2$ there exists a state $\phi$ on $\mathcal{A}$ such that

$$\phi(X) = \phi_1(X) \quad \text{for any} \quad X \in \mathcal{A}_1,$$

$$\phi(Y) = \phi_2(Y) \quad \text{for any} \quad Y \in \mathcal{A}_2.$$
$C^*$-independence expresses that any two partial states (states on $A_1$ and $A_2$) are co-possible as states of the larger system $A$. The next independence condition is a strengthening of $C^*$-independence:

**Definition 2.** A pair $(A_1, A_2)$ of $C^*$-subalgebras of a $C^*$-algebra $A$ is called $C^*$-independent in the product sense if the map $\eta$ defined by

$$
\eta: A_1 \vee A_2 \to A_1 \otimes A_2
$$

extends to a $C^*$-isomorphism of $A_1 \vee A_2$ with $A_1 \otimes A_2$, where $A_1 \otimes A_2$ denotes the tensor product of $A_1$ and $A_2$ with the minimal $C^*$-norm.

If the $C^*$-algebras happen to be von Neumann algebras, then states can have stronger continuity properties; this makes it possible to formulate independence notions that fit the von Neumann algebra category more naturally and are in analogy of the previous independence concepts.

**Definition 3.** Two von Neumann subalgebras $N_1, N_2$ of the von Neumann algebra $N$ are called $W^*$-independent if for any normal state $\phi_1$ on $N_1$ and for any normal state $\phi_2$ on $N_2$ there exists a normal state $\phi$ on $N$ such that

$$
\phi(X) = \phi_1(X) \quad \text{for any } X \in N_1,
$$

$$
\phi(Y) = \phi_2(Y) \quad \text{for any } Y \in N_2.
$$

The following is the analogue of Definition 2 in the von Neumann algebra setting.

**Definition 4.** Two von Neumann subalgebras $N_1, N_2$ of the von Neumann algebra $N$ are called $W^*$-independent in the product sense if for any normal state $\phi_1$ on $N_1$ and for any normal state $\phi_2$ on $N_2$ there exists a normal product state $\phi$ on $N$ (i.e., a normal state $\phi$ on $M$) such that

$$
\phi(XY) = \phi_1(X)\phi_2(Y) \quad \text{for any } X \in N_1, Y \in N_2.
$$

The following notion is an even stronger independence property.

**Definition 5.** Two von Neumann subalgebras $N_1, N_2$ of the von Neumann algebra $N$ are called $W^*$-independent in the spatial product sense if there exist faithful normal representations $(\pi_1, H_1)$ of $N_1$ and $(\pi_2, H_2)$ of $N_2$ such that the map

$$
N \ni XY \mapsto \pi_1(X) \otimes \pi_2(Y)
$$

extends to a spatial isomorphism of $N_1 \vee N_2$ with $\pi(N_1) \otimes \pi(N_2)$.

If $N_1, N_2$ are commuting von Neumann subalgebras of von Neumann algebra $N$, then they are $W^*$-independent in the spatial product sense if and only if they satisfy the following so-called split property:
**Definition 6.** $\mathcal{N}_1, \mathcal{N}_2$ have the split property if there exists a type I factor $\mathcal{N}$ such that

$$\mathcal{N}_1 \subset \mathcal{N} \subset \mathcal{N}_2'.$$

The next four definitions formulate an idea of operational independence; these definitions were proposed recently in [28], and they are closely related to the local-operation requirement, as we will see.

**Definition 7.** A pair $(\mathcal{A}_1, \mathcal{A}_2)$ of $C^*$-subalgebras of $C^*$-algebra $\mathcal{A}$ is operationally $C^*$-independent in $\mathcal{A}$ if any two operations on $\mathcal{A}_1$ and $\mathcal{A}_2$, respectively, have a joint extension to an operation on $\mathcal{A}$; that is, if for any two CP unit preserving maps

$$T_1 : \mathcal{A}_1 \rightarrow \mathcal{A}_1$$

$$T_2 : \mathcal{A}_2 \rightarrow \mathcal{A}_2$$

there exists a CP unit preserving map

$$T : \mathcal{A} \rightarrow \mathcal{A}$$

such that

$$T(X) = T_1(X) \quad \text{for all } X \in \mathcal{A}_1,$$

$$T(Y) = T_2(Y) \quad \text{for all } Y \in \mathcal{A}_2.$$  

The following is a natural strengthening of operational independence:

**Definition 8.** A pair $(\mathcal{A}_1, \mathcal{A}_2)$ of $C^*$-subalgebras of $C^*$-algebra $\mathcal{A}$ is operationally $C^*$-independent in the product sense if any two operations on $\mathcal{A}_1$ and $\mathcal{A}_2$, respectively, have a joint extension to an operation on $\mathcal{A}$ that factorize across the algebras $(\mathcal{A}_1, \mathcal{A}_2)$ in the sense that

$$T(XY) = T(X)T(Y) \quad X \in \mathcal{A}_1, \; Y \in \mathcal{A}_2.$$ (8.7)

The corresponding von Neumann algebra versions of these two operational independence notions are as follows.

**Definition 9.** A pair $(\mathcal{N}_1, \mathcal{N}_2)$ of von Neumann subalgebras of a von Neumann algebra $\mathcal{N}$ is operationally $W^*$-independent in $\mathcal{N}$ if any two normal operations on $\mathcal{N}_1$ and $\mathcal{N}_2$, respectively, have a joint extension to a normal operation on $\mathcal{N}$.

**Definition 10.** If normal extensions exist that factorize across the pair $(\mathcal{N}_1, \mathcal{N}_2)$ in the manner of Eq. (8.7), then the pair $(\mathcal{N}_1, \mathcal{N}_2)$ is called operationally $W^*$-independent in $\mathcal{N}$ in the product sense.

Operational $C^*$-independence expresses that any operation (e.g., procedure, state preparation) on system $S_1$ is co-possible with any such operation on system $S_2$—if these systems are represented by $C^*$-algebras (similarly for $W^*$-algebras). For a more detailed motivation of operational independence, see [28].

The characterization of the interdependence relations of the preceding independence notions is a highly nontrivial task, and there are still a number of open
problems related to this issue. We refer to [33] for a review of the main results known by 1990 on this problem. What is important from the perspective of the current discussion is that local algebras in AQFT pertaining to spacelike separated spacetime regions typically do satisfy the independence notions. We just recall, in the form of two propositions, the status of these independence properties in AQFT.

**Proposition 5.** If $\mathcal{N}(D_1), \mathcal{N}(D_2)$ are two von Neumann algebras associated with strictly spacelike separated double-cone regions $D_1$ and $D_2$ in a local net of von Neumann algebras satisfying the standard axioms, then $\mathcal{N}(D_1), \mathcal{N}(D_2)$ are typically independent in the sense of all of the Definitions 1–10, where operational $C^*$-independence of $\mathcal{N}(D_1), \mathcal{N}(D_2)$ (and operational $C^*$-independence in the product sense) is understood to hold in the von Neumann algebra $\mathcal{N}(D)$, with $D$ being a double cone containing the double cones $D_1$ and $D_2$, and operational $W^*$-independence (and operational $W^*$-independence in the product sense) is understood to hold in $\mathcal{N}(D_1) \boxtimes \mathcal{N}(D_2)$.

**Remark 2.** Note that hyperfiniteness of the double-cone algebras (Proposition 4) is crucial in the preceding claim that operational $C^*$-independence of $\mathcal{N}(D_1), \mathcal{N}(D_2)$ holds in $\mathcal{N}(D)$, and it is not known whether $\mathcal{N}(D_1), \mathcal{N}(D_2)$ are also operationally $W^*$-independent in $\mathcal{N}(D)$—although they are operationally $W^*$-independent in $\mathcal{N}(D_1) \boxtimes \mathcal{N}(D_2)$. The reason why this latter fact does not entail the former is that although operations on $\mathcal{N}(D_1), \mathcal{N}(D_2)$ are extendable to $\mathcal{N}(D)$ by injectivity of $\mathcal{N}(D)$ ensured by hyperfiniteness of $\mathcal{N}(D)$ (Remark 1), it is unclear whether extendability obtains under the additional requirement of the operations being normal.

“Typically” in Proposition 5 means “in all physically nonpathological models,” and possibly with a spacelike distance of the double cones that is above a certain threshold. In those physically nonpathological models, the algebras associated with strictly spacelike separated double cones are split (Definition 6), which entails all of the other independence properties. (See [35] for a detailed nontechnical discussion of the split property and for further discussion of what “[non]-pathological” means in this context.)

**Proposition 6.** If $\mathcal{N}(D_1), \mathcal{N}(D_2)$ are two von Neumann algebras associated with spacelike separated tangent double-cone regions $D_1$ and $D_2$ in a local net of von Neumann algebras satisfying the standard axioms, then $\mathcal{N}(D_1), \mathcal{N}(D_2)$ are independent in the sense of Definitions 1 and 3 but not independent in the sense of Definitions 4, 5, 8, and 10. It is not known whether operational $C^*$- or $W^*$-independence is violated by these von Neumann algebras.

### 8.7 Local Operations

In what follows, $V_1, V_2,$ and $V$ are assumed to be open-bounded spacetime regions, with $V_1$ and $V_2$ spacelike separated and $V_1, V_2 \subseteq V$. Let $T$ be an operation on $\mathcal{A}(V)$.
and \( \phi \) be a state on \( \mathcal{A}(V) \). Then,

\[
(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)
\]

is called a \textit{local system}.

Given such a local system, let \( \phi_1 \) and \( \phi_2 \) be the restrictions of \( \phi \) to \( \mathcal{A}(V_1) \) and \( \mathcal{A}(V_2) \), respectively. Suppose \( T_1 \) is an operation on \( \mathcal{A}(V_1) \). Carrying out this operation changes the state \( \phi_1 \) into \( T_1^* \phi_1 \). By the requirement of isotony, \( \mathcal{A}(V_1) \) is a subalgebra of \( \mathcal{A}(V) \), so the operation \( T_1 \) is an operation that is carried out on the elements of \( \mathcal{A}(V) \) that are localized in region \( V_1 \subset V \). Assume that \( T \) is an operation on \( \mathcal{A}(V) \) that is an extension of \( T_1 \) from \( \mathcal{A}(V_1) \) to \( \mathcal{A}(V) \).\(^3\) Then, \( T \) changes the state \( \phi \) into \( T^* \phi \) and, because \( T \) is an extension of \( T_1 \), the restriction of \( T^* \phi \) to \( \mathcal{A}(V_1) \) coincides with \( T_1^* \phi \). \( V_1 \) and \( V_2 \) are spacelike separated, hence, causally independent regions; therefore, one would like to have the extension \( T \) of \( T_1 \) be such that the change \( \phi \mapsto T^* \phi \) caused by the operation \( T \) in state \( \phi \) is restricted to \( \mathcal{A}(V_1) \); that is to say, causally well-behaving systems are the ones for which \( T^* \phi(X) = \phi_2(X) \) for every \( X \in \mathcal{A}(V_2) \). The next definition of \textit{operational separatedness} formulates this idea precisely.

**Definition 11.** The local system \((\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)\) with an operation \( T \) on \( \mathcal{A}(V) \) is defined to be \textit{operationally separated} if both of the following two conditions are satisfied:

1. If \( T \) is an extension of an operation on \( \mathcal{A}(V_1) \), then the operation conditioned state \( T^* \phi = \phi \circ T \) coincides with \( \phi \) on \( \mathcal{A}(V_2) \)—that is,

\[
\phi(T(A)) = \phi(A) \quad \text{for all} \quad A \in \mathcal{A}(V_2).
\]

2. If \( T \) is an extension of an operation on \( \mathcal{A}(V_2) \), then the operation conditioned state \( T^* \phi = \phi \circ T \) coincides with \( \phi \) on \( \mathcal{A}(V_1) \)—that is,

\[
\phi(T(A)) = \phi(A) \quad \text{for all} \quad A \in \mathcal{A}(V_1).
\]

Given a local system \((\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)\) with the operation \( T \) defined by Kraus operators (Equation (8.1)), the local commutativity requirement of AQFT entails that if the operation \( T \) is defined by Kraus operators \( W_i \) in \( \mathcal{A}(V_1) \), then \( T \) is the identity map on \( \mathcal{A}(V_2) \) (and if \( T \) is defined by Kraus operators \( W_i \) in \( \mathcal{A}(V_2) \), then it is the identity on \( \mathcal{A}(V_1) \)). This is well known and is sometimes referred to as the \textit{no-signaling theorem}.

\textit{Proposition 7 (no-signaling theorem).} The local system

\[
(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)
\]

with \( T \) given by Kraus operators in \( \mathcal{A}(V_1) \) or \( \mathcal{A}(V_2) \) is operationally separated for every state \( \phi \).

\(^3\) Because operations defined on \( C^* \)-subalgebras of \( C^* \)-algebras are not necessarily extendable from the subalgebra to the larger algebra (see Remark 1), it is not obvious that an operation on \( \mathcal{A}(V_i) \) \((i = 1, 2)\) can be extended to \( \mathcal{A}(V) \); consequently, the \textit{assumption} here (and later) that \( T \) represents \( T_1 \) is not a redundant one.
Not every interaction with (operation on) a quantum system can be described by a $T$ given by Kraus operators, however (see Section 8.4); hence, it is not obvious that every local system in AQFT is operationally separated. In fact, one can show that operational separatedness fails in AQFT.

**Proposition 8** [29]. There exists a local system $(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)$ that is not operationally separated.

Proposition 8 shows that a no-signaling theorem does not hold for spacelike separated local algebras for arbitrary operations. Furthermore, the failure is not exceptional or atypical because nonoperationally separated local systems are not rare: as the argument in [29] shows, for every locally faithful state $\phi$, there exists an operationally nonseparated local system, and such states are very typical by the Reeh–Schlieder theorem (Proposition 3). Thus, it would seem that the local-operations requirement is violated in AQFT—contrary to the claim in the introductory section. But this conclusion would be too quick. One can argue [24, 25, 29] that the mere existence of operationally not separated local systems should not be interpreted as a genuine incompatibility of AQFT with the local-operations requirement because one cannot expect a theory such as AQFT to exclude causally non–well-behaving local systems necessarily. But it is reasonable to demand that AQFT allow a locally equivalent and causally acceptable description of an operationally not separated local system. In other words, one can say that it may happen that the possible causal bad behavior of the local system $(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)$ is due to the nonrelativistically conforming choice of the operation $T$ on $\mathcal{A}(V)$ representing an operation $T_1$ carried out in $\mathcal{A}(V_1)$, say, and there may exist another operation $T'$ on $\mathcal{A}(V)$ that has the same effect on $\mathcal{A}(V_1)$ as that of $T$—that is, $T'(X) = T(X)$ for all $X \in \mathcal{A}(V_1)$—and such that the system $(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T')$ is causally well behaving. This idea of reducibility of operational nonseparatedness is formulated explicitly in the form of the following weakening of Definition 11 (see [29]).

**Definition 12.** The local system $(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)$ is called operationally $C^*$-separable if it is operationally separated in the sense of Definition 11, or if it is not operationally separated and $T$ is an extension of an operation in either $\mathcal{A}(V_1)$ or in $\mathcal{A}(V_2)$, then the following is true:

1. If $T$ is an extension of an operation in $\mathcal{A}(V_1)$, then there exists an operation $T': \mathcal{A}(V) \to \mathcal{A}(V)$ such that $T'(X) = T(X)$ for all $X \in \mathcal{A}(V_1)$ and such that the system

   $$(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T')$$

   is operationally separated.

2. If $T$ is an extension of an operation in $\mathcal{A}(V_2)$, then there exists an operation $T': \mathcal{A}(V) \to \mathcal{A}(V)$ such that $T'(X) = T(X)$ for all $X \in \mathcal{A}(V_2)$ and such that the system

   $$(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T')$$

   is operationally separated.
Operational $W^*$-separability is defined analogously, by requiring the operations and the state $\phi$ to be normal.

Einstein’s requirement of local operations can now be interpreted as the requirement that local systems in algebraic quantum field theory should be operationally $C^*$- and $W^*$-separable in the sense of Definition 12. To answer the question of whether local systems in AQFT are operationally separable, one can relate operational separability to operational independence:

**Proposition 9 (Redei and Valente [29]).**

- If the pair $(\mathcal{A}(V_1), \mathcal{A}(V_2))$ is operationally $C^*$-independent in $\mathcal{A}(V)$, then for every $\phi$ and every $T$, the system $(\mathcal{A}(V), \mathcal{A}(V_1), \mathcal{A}(V_2), \phi, T)$ is operationally $C^*$-separable.
- If the pair $(\mathcal{N}(V_1), \mathcal{N}(V_2))$ is operationally $W^*$-independent in $\mathcal{N}(V)$, then for every normal state $\phi$ and every normal $T$, the system $(\mathcal{N}(V), \mathcal{N}(V_1), \mathcal{N}(V_2), \phi, T)$ is operationally $W^*$-separable.

Because operational $C^*$-independence in $\mathcal{A}(V)$ does hold for local algebras $\mathcal{A}(D_1)$ and $\mathcal{A}(D_2)$ associated with strictly spacelike separated double-cone regions $D_1, D_2$, and double-cone $D \supset D_1, D_2$ (Proposition 5), one concludes that AQFT typically satisfies the local-operations requirement—at least in the $C^*$-sense. As it was remarked (Remark 2), it is not clear at this point whether operational $W^*$-independence of the pair $(\mathcal{N}(D_1), \mathcal{N}(D_2))$ in $\mathcal{N}(D)$ also holds; so one cannot yet conclude in full generality that the local-operations condition also holds in AQFT typically, but it should be clear from these results that AQFT is a theory that displays exactly the features that Einstein thought were necessary for a physical theory to be compatible with a field theoretical paradigm.

### 8.8 Are Operational Separability and Operational Independence Equivalent?

Operational $C^*$- and $W^*$-independence was defined in Section 8.6 for a general pair of operator algebras, independently of AQFT. Although in the previous section the notion of operational separability was defined for local systems in AQFT, it is clear that operational separability also can be defined for a general pair $(\mathcal{A}_1, \mathcal{A}_2)$ of $C^*$- or $W^*$-algebras: Keeping in mind that the state space of a $C^*$-algebra (and the normal state space of a $W^*$-algebra) is separating and that states (also: normal states) defined on subalgebras are always extendable, it is clear that the following definition is the reformulation of Definition 12 in terms of general algebras:

**Definition 13.** The pair $(\mathcal{A}_1, \mathcal{A}_2)$ of $C^*$-subalgebras of $C^*$-algebra $\mathcal{A}$ is operationally $C^*$-separable in $\mathcal{A}$ if every operation $T_1$ that has an extension to $\mathcal{A}$ also has an extension $T'_1$, which is the identity map on $\mathcal{A}_2$, and every $T_2$ that has an extension to $\mathcal{A}$ also has an extension $T'_2$, which is the identity map on $\mathcal{A}_1$. (Operational $W^*$-separability is defined similarly by assuming the algebras to be $W^*$-algebras and requiring the operations to be normal.)
The argument in [29] leading to Proposition 9 applies to the general case, so one has:

**Proposition 10.** Let $A_1, A_2$ be $C^*$-subalgebras of $C^*$-algebra $A$ and $N_1, N_2$ be $W^*$-subalgebras of $W^*$-algebra $N$. Then, operational $C^*$-independence of $A_1, A_2$ in $A$ entails operational $C^*$-separability of $A_1, A_2$ in $A$, and operational $W^*$-independence of $N_1, N_2$ in $N$ entails operational $W^*$-separability of $N_1, N_2$ in $N$.

Whereas no counterexample is known, I conjecture that the converse of Proposition 10 does not hold: Operational $C^*$- and $W^*$-separability seem strictly weaker than operational $C^*$- and $W^*$-independence. To see why, consider the following strengthening of the definition of operational separability:

**Definition 14.** The pair $(A_1, A_2)$ of $C^*$-subalgebras of $C^*$-algebra $A$ is strongly operationally $C^*$-separable in $A$ if every operation $T_1$ has an extension $T'$ that is the identity map on $A_2$ and every $T_2$ has an extension $T'$ that is the identity map on $A_1$. (Strong operational $W^*$-separability is defined similarly by assuming the algebras to be $W^*$-algebras and requiring the operations to be normal.)

The difference between Definitions 14 and 13 is that strong operational separability requires that all operations on the subalgebras have extensions to the superalgebra, whereas Definition 13 does not require this. Because operations are not extendable in general (Remark 1), requiring the existence of extensions in Definition 14 is a highly nontrivial demand; therefore, strong operational separability seems much stronger than operational separability. In fact, it is easy to see that strong operational $C^*$-separability is equivalent to operational $C^*$-independence and that strong operational $W^*$-separability also is equivalent to operational $W^*$-independence (see [25] for details).

Because there are natural subclasses of operations, such as “measurements” and conditional expectations, one can further distinguish specific instances of the concepts of operational independence and operational separability by narrowing the admissible operations to these subclasses. One obtains in this way the notions of operational $C^*$- and $W^*$-independence in the sense of measurements and conditional expectations and operational $C^*$- and $W^*$-separability in the sense of measurements and conditional expectations (see [25] for details). The result is a hierarchy of operational independence and operational separability concepts with nontrivial logical interdependencies about which virtually nothing is known at this point.

### 8.9 Closing Comments

The main message of this chapter is that AQFT satisfies the criteria Einstein formulated in his critique of standard quantum mechanics as necessary for a physical theory to be compatible with a field theoretical paradigm. Here, I wish to qualify this claim.
The first qualification is emphasizing a trivial point: the conditions Einstein required are just necessary but not sufficient. No claim is made here that satisfying the three requirements (i.e., spatiotemporality, independence, and local operations) is sufficient to accept a theory as field-theory compatible. For instance, the time evolution of the system also must respect the causal structure of the spacetime, but constraints on the dynamics are independent of the three other conditions discussed here.

The second qualification is more substantial: we have seen that both the independence and the local operations requirements can be given different formulations and that the answer to the question of whether or not an independence condition holds depends sensitively on the particular specification of the independence notion. Certain independence conditions (e.g., $W^\ast$-independence in the product sense, the split property and operational $W^\ast$-independence in the product sense—see Proposition 6) do not hold for certain causally disjoint local systems, and it is not entirely clear how to interpret this fact.

One also can take the position that the “independence” Einstein refers to in the *Dialectica* paper is to be taken as lack of probabilistic correlation (especially lack of EPR correlation—that is, absence of entanglement) between causally disjoint local systems. This is the interpretation Howard [17] and Clifton and Halvorson [8] subscribe to. Under this interpretation, one must conclude (as Clifton and Halvorson [8] do) that, ironically, AQFT fares even worse than nonrelativistic quantum mechanics because entanglement is even more endemic in AQFT than in nonrelativistic quantum mechanics. (Bell’s inequality is violated even more dramatically in AQFT than in nonrelativistic quantum mechanics; see [7, 32, 34, 36–40].) But, one can argue, as von Neumann did in his reply to Schrödinger’s entanglement papers, that correlations between spacelike separated local systems do not in and by themselves make AQFT unacceptable from a field theoretical point of view—as long as it is possible, in principle at least, to give a causal explanation (in terms of local common causes) of the spacelike correlations (see [23] for an analysis of von Neumann’s position from this perspective). Whether such local common-cause explanations of the spacelike correlations predicted by AQFT are possible within the framework of AQFT—that is, whether AQFT complies with Reichenbach’s Common Cause Principle—is still an open question; only unsatisfactory results are known on the problem: one can show that there exist common causes for correlations between projections lying in von Neumann algebras associated with spacelike separated spacetime regions, but the common causes are known to be localized in the union rather than in the intersection of the backward light cones of the regions that contain the correlated projections (see [21], [26], and [27] for these results).

Yet another position one can take is that Proposition 8 does entail that the local operations requirement is violated in AQFT; hence, AQFT is not really compatible with the field theoretical paradigm after all; that is to say, one can regard the definition of operational $C^\ast$- and $W^\ast$-separability (Definition 12) as too weak. It would be interesting to explore how these definitions can be strengthened and to see whether physically well-motivated stronger definitions of operational separability are satisfied in AQFT.
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PART THREE

Behind the Hilbert Space Formalism
9.1 Introduction

The historical development of scientific progress teaches us that every theory that was established and broadly accepted at a certain time was later inevitably replaced by a deeper and more fundamental theory of which the old one remains a special case. One celebrated example is Newtonian (classical) mechanics, which was superseded by quantum mechanics at the beginning of the last century. It is natural to ask whether in a similar manner there could be logically consistent theories that are more generic than quantum theory itself. It could then turn out that quantum mechanics is an effective description of such a theory, only valid within our current restricted domain of experience.

At present, quantum theory has been tested against very specific alternative theories that, both mathematically and in their concepts, are distinctly different. Instances of such alternative theories are non-contextual hidden-variable theories [1], local hidden-variable theories [2], crypto-nonlocal hidden-variable theories [3,4], or some nonlinear variants of the Schrödinger equation [5–8]. Currently, many groups are working on improving experimental conditions to be able to test alternative theories based on various collapse models [9–14]. The common trait of all these proposals is to suppress one or the other counterintuitive feature of quantum mechanics and thus keep some of the basic notions of a classical worldview intact. Specifically, hidden-variable models would allow us to preassign definite values to outcomes of all measurements; collapse models are mechanisms for restraining superpositions between macroscopically distinct states, and nonlinear extensions of the Schrödinger equation may admit more localized solutions for wave-packet dynamics, thereby resembling localized classical particles.

In the last years, the new field of quantum information has initialized interest in generalized probabilistic theories that share certain features—such as the no-cloning and the no-broadcasting theorems [15, 16] or the trade-off between state disturbance and measurement [17]—generally thought of as specifically quantum, yet being shown
to be present in all except classical theory. These generalized probabilistic theories can allow for stronger than quantum correlations in the sense that they can violate Bell’s inequalities stronger than the quantum Cirelson bound (as it is the case for the celebrated “nonlocal boxes” of Popescu and Rohrlich [18]), although they all respect the “non-signaling” constraint according to which correlations cannot be used to send information faster than the speed of light.

Because most features that have been highlighted as “typically quantum” are actually quite generic for all non-classical probabilistic theories, one could conclude that additional principles must be adopted to single out quantum theory uniquely. Alternatively, these probabilistic theories indeed can be constructed in a logically consistent way and might even be realized in nature in a domain that is still beyond our observations. The vast majority of attempts to find physical principles behind quantum theory either fail to single out the theory uniquely or are based on highly abstract mathematical assumptions without an immediate physical meaning (e.g., [19]).

On the way to reconstructions of quantum theory from foundational physical principles rather than purely mathematical axioms, one finds interesting examples coming from an instrumentalist approach [20–22], where the focus is primarily on primitive laboratory operations such as preparations, transformations, and measurements. Whereas these reconstructions are based on a short set of simple axioms, they still partially use mathematical language in their formulation.

Evidently, added value of reconstructions for better understanding quantum theory originates from its power of explanation from which the structure of the theory comes. Candidates for foundational principles were proposed giving a basis for an understanding of quantum theory as a general theory of information supplemented by several information-theoretic constraints [23–28]. In a wider context, these approaches belong to attempts to find an explanation for quantum theory by putting primacy on the concept of information or on the concept of probability, which again can be seen as a way of quantifying information [29–41]. Other principles were proposed for separation of quantum correlations from general non-signaling correlations, such as that communication complexity is not trivial [42, 43]; that communication of \( m \) classical bits causes information gain of, at most, \( m \) bits (“information causality”) [44]; or that any theory should recover classical physics in the macroscopic limit [45].

In his seminal article, Hardy [20] derives quantum theory from “five reasonable axioms” within the instrumentalist framework. He sets up a link between two natural numbers, \( d \) and \( N \), characteristics of any theory, where \( d \) is the number of degrees of freedom of the system and is defined as the minimum number of real parameters needed to determine the state completely. The dimension \( N \) is defined as the maximum number of states that can be reliably distinguished from one another in a single-shot experiment. A closely related notion is the information-carrying capacity of the system, which is the maximal number of bits encoded in the system and is equal to \( \log N \) bits for a system of dimension \( N \).

Examples of theories with an explicit functional dependence \( d(N) \) are classical probability theory with the linear dependence \( d = N - 1 \) and quantum theory with the quadratic dependence for which it is necessary to use \( d = N^2 - 1 \) real parameters to
Figure 9.1. State spaces of a two-dimensional system in the generalized probabilistic theories analyzed here, where $d$ is the minimal number of real parameters necessary to determine the (generally mixed) state completely. From left to right: A classical bit with one parameter (the weight $p$ in the mixture of two-bit values); a real bit with two real parameters (state $\rho \in \mathcal{D}(\mathbb{R}^2)$ is represented by $2 \times 2$ real density matrix); a qubit (quantum bit) with three real parameters (state $\rho \in \mathcal{D}(\mathbb{C}^2)$ is represented by $2 \times 2$ complex density matrix); and a generalized bit for which $d$ real parameters are needed to specify the state. Note that when one moves continuously from one pure state (represented by a point on the surface of a sphere) to another, only in the classical probabilistic theory one must go through the set of mixed states [20]. Can probability theories that are more generic than quantum theory be extended in a logically consistent way to higher-dimensional and composite systems? Can entanglement exist in these theories? Where should we look in nature for potential empirical evidence of the theories?

completely characterize the quantum state. Higher-order theories with more general dependencies $d(N)$ might exist as illustrated in Fig 9.1. Hardy’s reconstruction resorts to a “simplicity axiom” that discards a large class of higher-order theories by requiring that for each given $N$, $d(N)$ takes the minimum value consistent with the other axioms. However, without making such an ad hoc assumption, the higher-order theories might be possible to be constructed in agreement with the rest of the axioms. In fact, an explicit quartic theory for which $d = N^4 - 1$ [46] and theories for generalized bit ($N = 2$) for which $d = 2^r - 1$ and $r \in \mathbb{N}$ [47] were recently developed, although all of them are restricted to the description of individual systems only.

It is clear from the previous discussion that the question on the basis of which physical principles quantum theory can be separated from the multitude of possible generalized probability theories is still open. A particularly interesting unsolved problem is whether the higher-order theories [20,46,47] can be extended to describe non-trivial—that is, entangled—states of composite systems. Any progress in theoretical understanding of these issues would be very desirable, in particular because experimental research efforts in this direction have been sporadic. Although most experiments indirectly verify also the number of the degrees of freedom of quantum systems, only a few dedicated attempts have been made at such a direct experimental verification. Quaternionic

---

1 Hardy considers unnormalized states and for that reason takes $K = d + 1$ (in his notation) as the number of degrees of freedom.

2 As noted by Zyczkowski [46], it is thinkable that within the time scales of standard experimental conditions “hyperdecoherence” may occur, which causes a system described in the framework of the higher-order theory to specific properties and behavior according to predictions of standard (complex) quantum theory.
quantum mechanics (for which \( d = 2N^2 - N - 1 \)) was tested in a suboptimal setting \([50]\) in a single neutron experiment in 1984 \([48,49]\). More recently, the generalized measure theory of Sorkin \([51]\), in which higher-order interferences are predicted, was tested in a three-slit experiment with photons \([52]\). Both experiments put an upper bound on the extent of the observational effects that the two alternative theories may produce.

### 9.2 Basic Ideas and the Axioms

Here, we reconstruct quantum theory from three reasonable axioms. Following the general structure of any reconstruction, we first give a set of physical principles, then formulate their mathematical representation, and finally rigorously derive the formalism of the theory. We consider only the case in which the number of distinguishable states is finite. The following three axioms separate classical probability theory and quantum theory from all other probabilistic theories:

**Axiom 1** *(Information Capacity).* An elementary system has the information-carrying capacity of at most one bit. All systems of the same information-carrying capacity are equivalent.

**Axiom 2** *(Locality).* The state of a composite system is completely determined by local measurements on its subsystems and their correlations.

**Axiom 3** *(Reversibility).* Between any two pure states, there exists a reversible transformation.

A few comments on these axioms are appropriate here. The most elementary system in the theory is a two-dimensional system. All higher-dimensional systems will be built from two-dimensional ones. Recall that the *dimension* is defined as the maximal number of states that can be reliably distinguished from one another in a single-shot experiment. Under the clause “an elementary system has an information capacity of at most one bit,” we precisely assume that for any state (pure or mixed) of a two-dimensional system there is a measurement such that the state is a mixture of two states that are distinguished reliably in the measurement. An alternative formulation could be that *any state of a two-dimensional system can be prepared by mixing at most two basis (i.e., perfectly distinguishable in a measurement) states* (Fig. 9.2). Roughly speaking, Axiom 1 assumes that a state of an elementary system can always be represented as a mixture of two classical bit values. This part of the axiom is inspired by Zeilinger’s proposal for a foundation principle for quantum theory \([24]\).

The second statement in Axiom 1 is motivated by the intuition that at the fundamental level there should be no difference between systems of the same information-carrying capacity. All elementary systems—whether or not they are part of higher-dimensional systems—should have equivalent state spaces and equivalent sets of transformations and measurements. This seems to be a natural assumption if one makes no prior restrictions to the theory and preserves the full symmetry between all possible elementary systems. This is why we have decided to put the statement as a part of
Figure 9.2. Illustration of the assumption stated in Axiom 1. Consider a toy-world of a two-dimensional system in which the set of pure states consists of only $x_1$ and $x_2$ and their orthogonal states $x_1^\perp$ and $x_2^\perp$, respectively, and where only two measurements exist, which distinguish \{${x_1, x_1^\perp}$\} and \{${x_2, x_2^\perp}$\}. The convex set (represented by the gray area within the circle), whose vertices are the four states, contains all physical (pure or mixed) states in the toy-world. Now choose a point in the set, say $y = \lambda x_1 + (1-\lambda)x_2$. Axiom 1 states that any physical state can be represented as a mixture of two orthogonal states (i.e., states perfectly distinguishable in a single-shot experiment); for example, $y = \eta x + (1-\eta)x^\perp$. This is not fulfilled in the toy-world but is satisfied in a theory in which the entire circle represents the pure states and where measurements can distinguish all pairs of orthogonal states.

Axiom 1 rather than as a separate axiom. The particular formulation used here is from Grinbaum [53], who suggested rephrasing the “subspace axiom” of Hardy’s reconstruction using physical rather than mathematical language. The subspace axiom states that a system whose state is constrained to belong to an $M$ dimensional subspace (i.e., have support on only $M$ of a set of $N$ possible distinguishable states) behaves like a system of dimension $M$.

In logical terms, Axiom 1 means the following. We can think of two basis states as two binary propositions about an individual system, such as (1) “The outcome of measurement $A$ is $+1$,” and (2) “The outcome of measurement $A$ is $-1$.” An alternative choice for the pair of propositions can be propositions about joint properties of two systems, such as (1’) “The outcomes of measurement $A$ on the first system and of $B$ on the second system are correlated” (i.e., either both $+1$ or both $-1$), and (2’) “The outcomes of measurement $A$ on the first system and of $B$ on the second system are anticorrelated.” The two choices for the pair of propositions correspond to two choices of basis states, each of which can be used to span the full state space of an abstract elementary system (also called “generalized bit”). As we see later, taking the latter choice, it follows from Axiom 1 alone that the state space must contain entangled states.

Axiom 2 assumes that a specification of the probabilities for a complete set of local measurements for each of the subsystems plus the joint probabilities for correlations between these measurements is sufficient to determine completely the global state. Note that this property holds in both quantum theory and classical probability theory but not in quantum theory formulated on the basis of real or quaternionic instead of complex amplitudes. A closely related formulation of the axiom was given by Barrett [17].

Finally, Axiom 3 requires that transformations are reversible. This is assumed alone for the purposes that the set of transformations builds a group structure. It is natural to assume that a composition of two physical transformations is again a physical transformation. It should be noted that this axiom could be used to exclude the theories in which “nonlocal boxes” occur because there, the dynamical group is trivial, in the
sense that it is generated solely by local operations and permutations of systems with no entangling reversible transformations (i.e., non-local boxes cannot be prepared from product states) [54].

If one requires the reversible transformation from Axiom 3 to be continuous:

**Axiom 4** *(Continuity).* *Between any two pure states, there exists a continuous reversible transformation,*

which separates quantum theory from classical probability theory. The same axiom is also present in Hardy’s reconstruction. By a *continuous transformation* is here meant that every transformation can be made up from a sequence of transformations only infinitesimally different from the identity.

A remarkable result following from our reconstruction is that quantum theory is the only probabilistic theory in which one can construct entangled states and fulfill the three axioms. In particular, in the higher-order theories [20, 46, 47] composite systems can only enjoy trivial separable states. Conversely, we see that Axiom 1 alone requires entangled states to exist in all non-classical theories. This will allow us to discard the higher-order theories in our reconstruction, scheme without invoking the simplicity argument.

As a by-product of our reconstruction, we will be able to answer why in nature only “odd” correlations (i.e., \((1, 1, -1), (1, -1, 1), (-1, 1, 1), and (-1, -1, -1)\)) are observed when two maximally entangled qubits (spin-1/2 particles) are both measured along direction \(x, y,\) and \(z\), respectively. The most familiar example is of the singlet state \(|\psi^-\rangle = \frac{1}{\sqrt{2}}(|0\rangle_1|1\rangle_2 - |0\rangle_2|1\rangle_1)\) with anticorrelated results whenever the qubits are measured along the same direction. We will show that the “mirror quantum mechanics” in which only “even” correlations appear cannot be extended consistently to composite systems of three bits.

Our reconstruction is given in the framework of a typical experimental situation that an observer faces in the laboratory. Although this instrumentalist approach is a useful paradigm to work with, it might not be necessary. One could think about Axioms 1 and 3 as referring to objective features of elementary constituents of the world, which need not necessarily be related to laboratory actions. In contrast, Axiom 2 seems to acquire a meaning only within the instrumentalist approach because it involves the word *measurement.* Even here one could follow a suggestion of Grinbaum [53] and rephrase the axiom to the assumption of “multiplicability of the information carrying capacity of subsystems.”

Concluding this section, we note that the conceptual groundwork for the ideas presented here has been prepared most notably by Weizsäcker [55], Wheeler [56], and Zeilinger [24], who proposed that the notion of the elementary yes–no alternative, or the “Ur,” should play a pivotal role when reconstructing quantum physics.

### 9.3 Basic Notions

Following Hardy [20], we distinguish three types of devices in a typical laboratory. The preparation device prepares systems in some state. It has a set of switches on it for varying the state produced. After state preparation, the system passes through a
transformation device. It also has a set of switches on it for varying the transformation applied on the state. Finally, the system is measured in a measurement apparatus. It again has switches on it, which help an experimenter choose different measurement settings. This device outputs classical data (e.g., a click in a detector or a spot on a observation screen).

We define the state of a system as that mathematical object from which one can determine the probability for any conceivable measurement. Physical theories can have enough structure that it is not necessary to give an exhaustive list of all probabilities for all possible measurements but rather only a list of probabilities for some minimal subset of them. We refer to this subset as a fiducial set. Therefore, the state is specified by a list of \( d \) (where \( d \) depends on dimension \( N \)) probabilities for a set of fiducial measurements: \( \mathbf{p} = (p_1, \ldots, p_d) \). The state is pure if it is not a (convex) mixture of other states. The state is mixed if it is not pure. For example, the mixed state \( \mathbf{p} \) generated by preparing state \( \mathbf{p}_1 \) with probability \( \lambda \) and \( \mathbf{p}_2 \) with probability \( 1 - \lambda \) is \( \mathbf{p} = \lambda \mathbf{p}_1 + (1 - \lambda) \mathbf{p}_2 \).

When we refer to an \( N \)-dimensional system, we assume that there are \( N \) states, each of which identifies a different outcome of some measurement setting, in the sense that they return probability one for the outcome. We call this set a set of basis or orthogonal states. Basis states can be chosen to be pure. To see this, assume that some mixed state identifies one outcome. We can decompose the state into a mixture of pure states, each of which has to return probability one; thus, we can use one of them to be a basis state. We show later that each pure state corresponds to a unique measurement outcome.

If the system in state \( \mathbf{p} \) is incident on a transformation device, its state will be transformed to some new state \( U(\mathbf{p}) \). The transformation \( U \) is a linear function of the state \( \mathbf{p} \) because it needs to preserve the linear structure of mixtures. For example, consider the mixed state \( \mathbf{p} \) that is generated by preparing state \( \mathbf{p}_1 \) with probability \( \lambda \) and \( \mathbf{p}_2 \) with probability \( 1 - \lambda \). Then, in each single run, either \( \mathbf{p}_1 \) or \( \mathbf{p}_2 \) is transformed and thus one has

\[
U(\lambda \mathbf{p}_1 + (1 - \lambda) \mathbf{p}_2) = \lambda U(\mathbf{p}_1) + (1 - \lambda) U(\mathbf{p}_2). \tag{9.1}
\]

It is natural to assume that a composition of two or more transformations is again from a set of (reversible) transformations. This set forms some abstract group. Axiom 3 states that the transformations are reversible (i.e., for every \( U \) there is an inverse group element \( U^{-1} \)). Here, we assume that every transformation has its matrix representation \( U \) and that there is an orthogonal representation of the group: there exists an invertible matrix \( S \) such that \( O = SUS^{-1} \) is an orthogonal matrix; that is, \( O^T O = I \), for every \( U \) (we use the same notation both for the group element and for its matrix representation). This does not put severe restrictions on the group of transformations because it is known that all compact groups have such a representation (the Schur–Auerbach lemma) [60]. Because the transformation keeps the probabilities in the range \([0, 1]\), it has to be a compact group [20]. All finite groups and all continuous Lie groups are therefore included in our consideration.

Given a measurement setting, the outcome probability \( P_{\text{meas}} \) can be computed by some function \( f \) of the state \( \mathbf{p} \),

\[
P_{\text{meas}} = f(\mathbf{p}). \tag{9.2}
\]
Like a transformation, the measurement cannot change the mixing coefficients in a mixture; therefore, the measured probability is a linear function of the state \( p \):

\[
f(\lambda p_1 + (1 - \lambda)p_2) = \lambda f(p_1) + (1 - \lambda)f(p_2).
\] (9.3)

### 9.4 Elementary System: System of Information Capacity of One Bit

A two-dimensional system has two distinguishable outcomes that can be identified by a pair of basis states \( \{p, p^\perp\} \). The state is specified by \( d \) probabilities \( p = (p_1, \ldots, p_d) \) for \( d \) fiducial measurements, where \( p_i \) is probability for a particular outcome of the \( i \)-th fiducial measurement (the dependent probabilities \( 1 - p_i \) for the opposite outcomes are omitted in the state description). Instead of using the probability vector \( p \), we will specify the state by its Bloch representation \( x \) defined as a vector with \( d \) components:

\[
x_i = 2p_i - 1.
\] (9.4)

The mapping between the two different representations is an invertible linear map and therefore preserves the structure of the mixture \( \lambda p_1 + (1 - \lambda)p_2 \mapsto \lambda x_1 + (1 - \lambda)x_2 \).

It is convenient to define a totally mixed state \( E = \frac{1}{N} \sum_{x \in S_{\text{pure}}} x \), where \( S_{\text{pure}} \) denotes the set of pure states and \( N \) is the normalization constant. In the case of a continuous set of pure states, the summation has to be replaced by a proper integral. It is easy to verify that \( E \) is a totally invariant state. This implies that every measurement and, in particular, the fiducial ones, will return the same probability for all outcomes. In the case of a two-dimensional system, this probability is \( 1/2 \). Therefore, the Bloch vector of the totally mixed state is the zero-vector \( E = \vec{0} \).

The transformation \( U \) does not change the totally mixed state; hence, \( U(\vec{0}) = \vec{0} \). The last condition together with the linearity condition (Equation 9.1) implies that any transformation is represented by some \( d \times d \) real invertible matrix \( U \). The same reasoning holds for measurements. Therefore, the measured probability is given by the formula:

\[
P_{\text{meas}} = \frac{1}{2}(1 + r^T x).
\] (9.5)

The vector \( r \) represents the outcome for the given measurement setting. For example, the vector \( (1, 0, 0, \ldots) \) represents one of the outcomes for the first fiducial measurement.

According to Axiom 1, any state is a classical mixture of some pair of orthogonal states. For example, the totally mixed state is an equally weighted mixture of some orthogonal states \( \vec{0} = \frac{1}{2}x + \frac{1}{2}x^\perp \). Take \( x \) to be the reference state. According to Axiom 3, we can generate the full set of states by applying all possible transformations to the reference state. Because the totally mixed state is invariant under the transformations, the pair of orthogonal states is represented by a pair of antiparallel vectors \( x^\perp = -x \). Consider the set \( S_{\text{pure}} = \{ Ux \mid \forall U \} \) of all pure states generated by applying all transformations to the reference state. If one uses the orthogonal representation of the transformations, \( U = S^{-1}OS \), which was introduced already herein, one maps \( x \mapsto Sx \) and \( U \mapsto O \). Hence, the transformation \( Ux \mapsto SUx = OSx \) is norm-preserving. We conclude that all pure states are points on a \( d \)-dimensional ellipsoid described by \( ||Sx|| = c \) with \( c > 0 \).
Note we want to show that any vector $x$ satisfying $||Sx|| = c$ is a physical state; therefore, the set of states has to be the whole ellipsoid. Let $x$ be some vector satisfying $||Sx|| = c$ and $x(t) = tx$ a line through the origin (totally mixed state) as given in Fig. 9.3 (left). Within the set of pure states, we can always find $d$ linearly independent vectors $\{x_1, \ldots, x_d\}$. For each state $x_i$, there is a corresponding orthogonal state $x_i = −x_i$ in a set of states. We can expand a point on the line into a linearly independent set of vectors: $x(t) = t \sum_{i=1}^d c_i x_i$. For sufficiently small $t$, we can define a pair of non-negative numbers $\lambda_i(t) = \frac{1}{d} + tc_i$ and $\lambda_i^+(t) = \frac{1}{2} (\frac{1}{d} - tc_i)$ with $\sum_i (\lambda_i(t) + \lambda_i^+(t)) = 1$ such that $x(t)$ is a mixture $x(t) = \sum_{i=1}^d \lambda_i(t)x_i + \lambda_i^+(t)x_i^+$ and therefore is a physical state. Then, according to Axiom 1, there exists a pair of basis states $\{x_0, −x_0\}$ such that $x(t)$ is a mixture of them

$$x(t) = tx = \alpha x_0 + (1 − \alpha)(−x_0),$$

where $\alpha = \frac{1+t}{2}$ and $x = x_0$. This implies that $x$ is a pure state and, therefore, all points of the ellipsoid are physical states.

For every pure state $x$, there exists at least one measurement setting with the outcome $r$ such that the outcome probability is one; hence, $r^T x = 1$. Let us define new coordinates $y = \frac{1}{c} Sx$ and $m = c S^{-1}r$ in the orthogonal representation. The set of pure states in the new coordinates is a $(d − 1)$-sphere $S^{d−1} = \{y | ||y|| = 1\}$ of the unit radius. The probability rule (Equation 9.5) remains unchanged in the new coordinates:

$$P_{\text{meas}} = \frac{1}{2}(1 + m^T y).$$

Thus, one has $m^T y = 1$. Now, assume that $m \neq y$. Then, $||m|| > 1$ and the vectors $m$ and $y$ span a two-dimensional plane as illustrated in Fig. 9.3 (right). The set of pure states within this plane is a unit circle. Choose the pure state $y'$ to be parallel to $m$. Then, the
outcome probability is \( P_{\text{measur}} = \frac{1}{2}(1 + ||m|| ||y'||) > 1 \), which is nonphysical; hence, \( m = y \). Therefore, to each pure state \( y \), we associate a measurement vector \( m = y \), which identifies it. Equivalently, in the original coordinates, to each \( x \) we associate a measurement vector \( r = Dx \), where \( D = \frac{1}{c}S^{T}S \) is a positive, symmetric matrix. A proof of this relation for the restricted case of \( d = 3 \) can be found in [20].

From now on, instead of the measurement vector \( r \), we use the pure state \( x \), which identifies it. When we say that the measurement along the state \( x \) is performed, we mean the measurement given by \( r = Dx \). The measurement setting is given by a pair of measurement vectors \( r \) and \( -r \). The measured probability when the state \( x_1 \) is measured along the state \( x_2 \) follows from formula (9.5):

\[
P(x_1, x_2) = \frac{1}{2}(1 + x_1^{T}Dx_2).
\]

We can choose orthogonal eigenvectors of the matrix \( D \) as the fiducial set of states (measurements):

\[
Dx_i = a_i x_i,
\]

where \( a_i \) are eigenvalues of \( D \). Because \( x_i \) are pure states, they satisfy \( x_i^{T}Dx_j = \delta_{ij} \).

The set of pure states becomes a unit sphere \( S^{d-1} = \{ x \mid ||x|| = 1 \} \) and the probability formula is reduced to

\[
P(x_1, x_2) = \frac{1}{2}(1 + x_1^{T}x_2).
\]

This corresponds to a choice of a complete set of mutually complementary measurements (i.e., mutually unbiased basis sets [61, 62]) for the fiducial measurements. The states identifying outcomes of complementary measurements satisfy \( P(x_i, x_j) = \frac{1}{2} \) for \( i \neq j \). Two observables are said to be mutually complementary if complete certainty about one of the observables (i.e., one of two outcomes occurs with probability one) precludes any knowledge about the others (i.e., the probability for both outcomes is 1/2). Given some state \( x \), the \( i \)-th fiducial measurement returns probability \( p_i = \frac{1}{2}(1 + x_i) \). Therefore, \( x_i \) is a mean value of a dichotomic observable \( b_i = +1x_i - 1x_i^{2} \) with two possible outcomes \( b_i = \pm 1 \).

A theory in which the state space of the generalized bit is represented by a \( (d - 1) \)-sphere has \( d \) mutually complementary observables. This is a characteristic feature of the theories, and they can be ordered according to their number. For example, classical physics has no complementary observables, real quantum mechanics has two, complex (standard) quantum mechanics has three (e.g., the spin projections of a spin-1/2 system along three orthogonal directions), and the one based on quaternions has five mutually complementary observables. Note that higher-order theories of a single generalized bit are such that the qubit theory can be embedded in them in the same way in which classical theory of a bit can be embedded in qubit theory itself.

Higher-order theories can have even better information-processing capacity than quantum theory. For example, the computational abilities of the theories with \( d = 2^r \) and \( r \in \mathbb{N} \) in solving the Deutsch–Josza type of problems increases with the number of mutually complementary measurements [47]. It is likely that the larger this number is, the larger the error rate would be in secret key distribution in these theories, in a similar manner in which the 6-state is advantageous over the 4-state protocol in
(standard) quantum mechanics. In the first case, one uses all three mutually complementary observables and in the second one only two of them. (See [57] for a review on characterizing generalized probabilistic theories in terms of their information-processing power and [58] for investigating the same question in much more general framework of compact closed categories.)

A final remark on higher-order theories is of a more speculative nature. In various approaches to quantum theory of gravity, one predicts at the Planck scale the dimension of spacetime to be different from $3 + 1$ [59]. If one considers directional degrees of freedom (spin), then the $d - 1$-sphere (Bloch sphere) might be interpreted as the state space of a spin system embedded in real (ordinary) space of dimension $d$, in general different from 3, which is the special case of quantum theory.

The reversible transformation $R$ preserves the purity of state $||Rx|| = ||x||$; therefore, $R$ is an orthogonal matrix. We have shown that the state space is the full $(d - 1)$-sphere. According to Axiom 3, the set of transformations must be rich enough to generate the full sphere. If $d = 1$ (classical bit), the group of transformations is discrete and contains only the identity and the bit-flip. If $d > 1$, the group is continuous and is some subgroup of the orthogonal group $O(d)$. Every orthogonal matrix has the determinant either 1 or $-1$. The orthogonal matrices with determinant 1 form a normal subgroup of $O(d)$, known as the special orthogonal group $SO(d)$. The group $O(d)$ has two connected components: the identity component, which is the $SO(d)$ group, and the component formed by orthogonal matrices with determinant $-1$. Because every two points on the $(d - 1)$-sphere are connected by some transformation, the group of transformations is at least the $SO(d)$ group. If we include even a single transformation with determinant $-1$, the set of transformations becomes the entire $O(d)$ group. However, we show later that any transformation of determinant $-1$ cannot represent a physical transformation; thus, $SO(d)$ is the complete set of physical transformations.

9.5 Composite System and the Notion of Locality

We now introduce a description of composite systems. We assume that when one combines two systems of dimension $N_1$ and $N_2$ into a composite one, one obtains a system of dimension $N_1 N_2$ [20]. Consider a composite system consisting of two generalized bits, and choose a set of $d$ complementary measurements on each subsystem as fiducial measurements. According to Axiom 2, the state of the composite system is completely determined by a set of real parameters obtainable from local measurements on the two generalized bits and their correlations. We obtain $2d$ independent real parameters from the set of local fiducial measurements and additional $d^2$ parameters from correlations between them. This gives altogether $d^2 + 2d = (d + 1)^2 - 1$ parameters. They are the components $x_i, y_j, i \in \{1, ..., d\}$ of the local Bloch vectors and $T_{ij}$ of the correlation tensor:

\[
\begin{align*}
x_i &= p^{(i)}(A = 1) - p^{(i)}(A = -1), \\
y_j &= p^{(j)}(B = 1) - p^{(j)}(B = -1), \\
T_{ij} &= p^{(ij)}(AB = 1) - p^{(ij)}(AB = -1).
\end{align*}
\]
Here, for example, $p^{(i)}(A = 1)$ is the probability to obtain outcome $A = 1$ when the $i$-th measurement is performed on the first subsystem, and $p^{(ij)}(AB = 1)$ is the joint probability to obtain correlated results (i.e., either $A = B = +1$ or $A = B = -1$) when the $i$-th measurement is performed on the first subsystem and the $j$-th measurement on the second one.

Note that Axiom 2, “The state of a composite system is completely determined by local measurements on its subsystems and their correlations,” is formulated in a way that the non-signaling condition is implicitly assumed to hold. This is because it is sufficient to speak about “local measurements” alone without specifying the choice of measurement setting on the other potentially distant subsystem. Therefore, $x_i$ does not depend on $j$, and $y_j$ does not depend on $i$.

We represent a state by the triple $\psi = (x, y, T)$, where $x$ and $y$ are the local Bloch vectors and $T$ is a $d \times d$ real matrix representing the correlation tensor. The product (separable) state is represented by $\psi_p = (x, y, T)$, where $T = xy^T$ is of product form because the correlations are just products of the components of the local Bloch vectors. We call the pure state entangled if it is not a product state.

The measured probability is a linear function of the state $\psi$. If we prepare totally mixed states of the subsystems $(0, 0, 0)$, the probability for any outcome of an arbitrary measurement will be $1/4$. Therefore, the outcome probability can be written as

$$P_{\text{meas}} = \frac{1}{4} (1 + (r, \psi)), \quad (9.14)$$

where $r = (r_1, r_2, K)$ is a measurement vector associated to the observed outcome and $(..., ...)$ denotes the scalar product:

$$(r, \psi) = r_1^T x + r_2^T y + \text{Tr}(K^T T). \quad (9.15)$$

Now, assume that $r = (r_1, r_2, K)$ is associated to the outcome, which is identified by some product state $\psi_p = (x_0, y_0, T_0)$. If we preform a measurement on the arbitrary product state $\psi = (x, y, T)$, the outcome probability has to factorize into the product of the local outcome probabilities of the form (Equation 9.10):

$$P_{\text{meas}} = \frac{1}{4} (1 + x_0^T x + y_0^T y + x^T K T), \quad (9.16)$$

$$= P_1(x_0, x)P_2(y_0, y) \quad (9.17)$$

$$= \frac{1}{2} (1 + x_0^T x) \frac{1}{2} (1 + y_0^T y) \quad (9.18)$$

$$= \frac{1}{4} (1 + x_0^T x + y_0^T y + x^T x_0 y_0^T y), \quad (9.19)$$

which holds for all $x, y$. Therefore, we have $r = \psi_p$. For each product state $\psi_p$, there is a unique outcome $r = \psi_p$ that identifies it. We later show that correspondence $r = \psi$ holds for all pure states $\psi$.

If we perform local transformations $R_1$ and $R_2$ on the subsystems, the global state $\psi = (x, y, T)$ is transformed to

$$(R_1, R_2)\psi = (R_1 x, R_2 y, R_1 T R_2^T). \quad (9.20)$$

$T$ is a real matrix and we can find its singular value decomposition $\text{diag}[t_1, \ldots, t_d] = R_1 T R_2^T$, where $R_1, R_2$ are orthogonal matrices that can be chosen to have
determinant 1. Therefore, we can choose the local bases such that correlation tensor $T$ is a diagonal matrix:

$$(R_1, R_2)(x, y, T) = (R_1 x, R_2 y, \text{diag}[t_1, \ldots, t_d]). \quad (9.21)$$

The last expression is called Schmidt decomposition of the state.

The local Bloch vectors satisfy $||x||, ||y|| \leq 1$, which implies a bound on the correlation $||T|| \geq 1$ for all pure states. The following lemma identifies a simple entanglement witness for pure states. The proof of this and all subsequent lemmas is given in the Appendix.

**Lemma 1.** The lower bound $||T|| = 1$ is saturated, if and only if the state is a product state $T = xy^T$.

Recall that for every transformation $U$, we can find its orthogonal representation $U = SOS^{-1}$ (the Schur–Auerbach lemma), where $S$ is an invertible matrix and $O^T O = \mathbb{1}$. The matrix $S$ is characteristic of the representation and should be the same for all transformations $U$. If we choose some local transformation $U = (R_1, R_2)$, $U$ will be orthogonal and thus we can choose to set $S = \mathbb{1}$. The representation of transformations is orthogonal; therefore, they are norm-preserving. By applying simultaneously all (local and non-local) transformations $U$ to some product state (the reference state) $\psi$ and to the measurement vector that identifies it, $r = \psi$, we generate the set of all pure states and corresponding measurement vectors. Because we have $1 = P(r = \psi, \psi) = P(Ur, U\psi)$, correspondence $r = \psi$ holds for any pure state $\psi$. Instead of the measurement vector $r$ in formula (9.14), we use the pure state that identifies it. If the state $\psi_1 = (x_1, y_1, T_1)$ is prepared and measurement along the state $\psi_2 = (x_2, y_2, T_2)$ is performed, the measured probability is given by

$$P_{12}(\psi_1, \psi_2) = \frac{1}{4}(1 + ||x||^2 + ||y||^2 + ||T||^2). \quad (9.22)$$

The set of pure states obeys $P_{12}(\psi, \psi) = 1$. We can define the normalization condition for pure states $P_{12}(\psi, \psi) = \frac{1}{4}(1 + ||x||^2 + ||y||^2 + ||T||^2) = 1$, where $||T||^2 = \text{Tr}(T^T T)$. Therefore, we have:

$$||x||^2 + ||y||^2 + ||T||^2 = 3 \quad (9.23)$$

for all pure states.

An interesting observation can be made here. Although seemingly Axiom 2 does not imply any strong prior restrictions to $d$, we surprisingly have obtained the explicit number 3 in the normalization condition (Equation 9.23). As we see soon, this relation will play an important role in deriving $d = 3$ as the only non-classical solution consistent with the axioms.

**9.6 The Main Proofs**

We now show that only classical probability theory and quantum theory are in agreement with the three axioms.
9.6.1 Ruling Out the $d$ Even Case

For $d$ even, the total inversion $E\mathbf{x} = -\mathbf{x}$ has determinant 1 and thus is a physical transformation. Let $\psi = (\mathbf{x}, \mathbf{y}, T)$ be a pure state of composite system. We apply total inversion to one of the subsystems and obtain the state $\psi' = (E, \mathbb{I})(\mathbf{x}, \mathbf{y}, T) = (-\mathbf{x}, \mathbf{y}, -T)$. The probability

$$P_{12}(\psi, \psi') = \frac{1}{4}(1 - ||\mathbf{x}||^2 + ||\mathbf{y}||^2 - ||T||^2)$$

has to be nonnegative and, therefore, we have $||\mathbf{y}|| = 1$. Similarly, we apply $(\mathbb{I}, E)$ to $\psi$ and obtain $||\mathbf{x}|| = 1$. Because the local vectors are of the unit norm, we have $||T|| = 1$; thus, according to lemma 1, the state $\psi'$ is a product state. We conclude that no entangled states can exist for $d$ even. As we will soon see, according to Axiom 1, entangled states must exist; therefore, $d$ has to be an odd number.

As mentioned, the set of transformations contains the SO($d$) group. If we include even a single transformation with determinant $-1$, the set of transformations becomes the entire set of orthogonal matrices; hence, total inversion $E$ becomes a physical transformation. Therefore, the set of physical transformations cannot be larger than SO($d$) group.

9.6.2 Ruling Out the $d > 3$ Case

Let us define one basis set of two generalized bit product states:

$$\psi_1 = (e_1, e_1, T_0 = e_1 e_1^T)$$
$$\psi_2 = (-e_1, -e_1, T_0)$$
$$\psi_3 = (-e_1, e_1, -T_0)$$
$$\psi_4 = (e_1, -e_1, -T_0)$$

with $e_1 = (1, 0, \ldots, 0)^T$. Now, we define two subspaces $S_{12}$ and $S_{34}$ spanned by the states $\psi_1, \psi_2$ and $\psi_3, \psi_4$, respectively. Axiom 1 states that these two subspaces behave like one-bit spaces; therefore, they are isomorphic to the $(d - 1)$-sphere $S_{12} \cong S_{34} \cong S^{d-1}$. The state $\psi$ belongs to $S_{12}$ if and only if the following holds:

$$P_{12}(\psi, \psi_1) + P_{12}(\psi, \psi_2) = 1.$$  

Because the $\psi_1, \ldots, \psi_4$ form a complete basis set, we have

$$P_{12}(\psi, \psi_3) = 0, \quad P_{12}(\psi, \psi_4) = 0.$$  

A similar reasoning holds for states belonging to the $S_{34}$ subspace. The states $\psi \in S_{12}$ and $\psi' \in S_{34}$ are perfectly distinguishable in a single-shot experiment; therefore, we have $P_{12}(\psi, \psi') = 0$. Therefore, $S_{12}$ and $S_{34}$ are orthogonal subspaces.

Axiom 1 requires the existence of entangled states as is apparent from the following Lemma 2.

**Lemma 2.** The only product states belonging to $S_{12}$ are $\psi_1$ and $\psi_2$. 

We define a local mapping between orthogonal subspaces $S_{12}$ and $S_{34}$. Let the state $\psi = (x, y, T) \in S_{12}$, with $x = (x_1, x_2, \ldots, x_d)^T$ and $y = (y_1, y_2, \ldots, y_d)^T$. Consider the one-bit transformation $R$ with the property $R e_1 = -e_1$. The local transformation of this type maps the state from $S_{12}$ to $S_{34}$ as shown by the following lemma:

**Lemma 3.** If the state $\psi \in S_{12}$, then $\psi' = (R, \|)\psi \in S_{34}$ and $\psi'' = (\|, R)\psi \in S_{34}$.

Let us define $T_1^{(x)} = (T_{i1}, \ldots, T_{id})$ and $T_1^{(y)} = (T_{i1}, \ldots, T_{id})^T$. The correlation tensor can be rewritten in two different ways:

$$T = \begin{pmatrix} T_1^{(x)} \\ T_2^{(x)} \\ \vdots \\ T_d^{(x)} \end{pmatrix} \quad \text{or} \quad T = \begin{pmatrix} T_1^{(y)} & T_2^{(y)} & \ldots & T_d^{(y)} \end{pmatrix}.$$  \hspace{1cm} (9.32)

Consider now the case $d > 3$. We define local transformations $R_i$ flipping the first and $i$-th coordinate and $R_{jkl}$ flipping the first and $j$-th, $k$-th, and $l$-th coordinate with $j \neq k \neq l \neq 1$. Let $\psi = (x, y, (T_1^{(x)}, \ldots, T_d^{(x)})^T)$ belong to $S_{12}$. According to Lemma 2, the states $\psi_i = (R_i, \|)\psi$ and $\psi_{jkl} = (R_{jkl}, \|)\psi$ belong to $S_{34}$; therefore, $P_{12}(\psi, \psi_i) = 0$ and $P_{12}(\psi, \psi_{jkl}) = 0$. We have:

$$0 = P_{12}(\psi, \psi_i) \hspace{2cm} (9.33)$$

$$1 - x_1^2 + x_2^2 + \cdots - x_l^2 + \cdots + x_d^2 + ||y||^2 \hspace{2cm} (9.34)$$

$$-||T_1^{(x)}||^2 + ||T_2^{(x)}||^2 + \cdots - ||T_l^{(x)}||^2 + \cdots + ||T_d^{(x)}||^2 \hspace{2cm} (9.35)$$

$$= 1 - 2x_1^2 - 2x_2^2 - 2||T_1^{(x)}||^2 - 2||T_2^{(x)}||^2 + ||x||^2 + ||y||^2 + ||T||^2$$

$$= 2(2 - x_1^2 - x_2^2 - ||T_1^{(x)}||^2 - ||T_2^{(x)}||^2). \hspace{2cm} (9.36)$$

Similarly, we expand $P_{12}(\psi, \psi_{jkl}) = 0$ and together with the last equation, we obtain

$$x_1^2 + x_2^2 + ||T_1^{(x)}||^2 + ||T_2^{(x)}||^2 = 2 \hspace{2cm} (9.37)$$

$$x_1^2 + x_2^2 + x_3^2 + x_4^2 + ||T_1^{(x)}||^2 + ||T_2^{(x)}||^2 + ||T_3^{(x)}||^2 + ||T_4^{(x)}||^2 = 2. \hspace{2cm} (9.39)$$

Because this has to hold for all $i, j, k, l$, we have

$$x_2 = x_3 = \cdots = x_d = 0 \hspace{2cm} (9.38)$$

$$T_2^{(x)} = T_3^{(x)} = \cdots = T_d^{(x)} = 0. \hspace{2cm} (9.39)$$

We repeat this kind of reasoning for the transformations $(\|, R_i)$ and $(\|, R_{jkl})$ and obtain

$$y_1^2 + y_2^2 + ||T_1^{(y)}||^2 + ||T_2^{(y)}||^2 = 2 \hspace{2cm} (9.40)$$

$$y_1^2 + y_2^2 + y_3^2 + y_4^2 + ||T_1^{(y)}||^2 + ||T_2^{(y)}||^2 + ||T_3^{(y)}||^2 + ||T_4^{(y)}||^2 = 2. \hspace{2cm} (9.42)$$

Therefore, we have

$$y_2 = y_3 = \cdots = y_d = 0 \hspace{2cm} (9.41)$$

$$T_2^{(y)} = T_3^{(y)} = \cdots = T_d^{(y)} = 0. \hspace{2cm} (9.42)$$
The only non-zero element of the correlation tensor is $T_{11}$ and it has to be exactly 1, because $||T|| \geq 1$. This implies that $\psi$ is a product state; furthermore, $\psi = \psi_1$ or $\psi = \psi_2$.

This concludes our proof that only the cases $d = 1$ and $d = 3$ are in agreement with our three axioms. To distinguish between the two cases, one can invoke the continuity Axiom 4 and proceed as in the reconstruction given by Hardy [20].

### 9.7 “Two” Quantum Mechanics

We now obtain two solutions for the theory of a composite system consisting of two bits in the case when $d = 3$. One of them corresponds to the standard quantum theory of two qubits, the other one to its “mirror” version in which the states are obtained from the ones from the standard theory by partial transposition. Both solutions are regular as far as one considers composite systems of two bits, but the “mirror” one cannot be consistently constructed already for systems of three bits.

Two conditions, (Equations 9.30) and (9.31), put the constraint to the form of $\psi$:

$$x_1 = -y_1, \quad T_{11} = 1.$$  \hspace{1cm} (9.43)

The subspace $S_{12}$ is isomorphic to the sphere $S^2$. Let us choose $\psi$ complementary to the one-bit basis $\{\psi_1, \psi_2\}$ in $S_{12}$. We have $P_{12}(\psi, \psi_1) = P_{12}(\psi, \psi_2) = 1/2$ and thus $x_1 = y_1 = 0$. For simplicity, we write $\psi$ in the form:

$$\psi = \begin{pmatrix} 0 \\ x \\ y \\ 1 \\ T_y \\ T_x \\ T \end{pmatrix},$$  \hspace{1cm} (9.44)

with $x = (x_2, x_3)^T$, $y = (y_2, y_3)^T$, $T_y = (T_{12}, T_{13})^T$, $T_x = (T_{21}, T_{31})^T$, and $T = \begin{pmatrix} T_{22} & T_{23} \\ T_{32} & T_{33} \end{pmatrix}$.

Let $R(\phi)$ be a rotation around the $e_1$ axis. This transformation keeps $S_{12}$ invariant. Now, we show that the state $\psi$ as given by Equation (9.44) cannot be invariant under local transformation ($\mathbb{I}, R(\phi)$). To prove this by reductio ad absurdum, suppose the opposite; that is, that ($\mathbb{I}, R(\phi))\psi = \psi$. We have three conditions:

$$R(\phi)y = y, \quad T_y^TR^T(\phi) = T_y^T, \quad TR^T(\phi) = T,$$  \hspace{1cm} (9.45)

which implies $y = 0, T_y^T = 0, \text{ and } T = 0$; thus

$$\psi = \begin{pmatrix} 0 \\ x_2 \\ x_3 \\ 0 \\ 0 \\ T_2 \\ T_3 \end{pmatrix}.$$  \hspace{1cm} (9.46)

According to Equations (9.37) and (9.40), we can easily check that $||x|| = 1$; thus, $\psi$ is locally equivalent to the state:

$$\psi' = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ T_2' \\ T_3' \end{pmatrix}.$$  \hspace{1cm} (9.47)
Let $\chi_1 = (-e_3, e_1, -e_2e_1^T)$ and $\chi_2 = (-e_3, -e_1, e_2e_1^T)$. The two conditions $P(\psi', \chi_1) \geq 0$ and $P(\psi', \chi_2) \geq 0$ become

$$\frac{1}{4}(1 - 1 - T_3') = -\frac{1}{4}T_3' \geq 0 \quad (9.48)$$

$$\frac{1}{4}(1 - 1 + T_3') = \frac{1}{4}T_3' \geq 0; \quad (9.49)$$

thus, $T_3' = 0$. The normalization condition (Equation 9.23) gives $T_2' = \pm 1$. The state $\psi'$ is not physical. This can be seen when one performs the rotation $(R, \mathbb{I})$, where

$$R = \begin{pmatrix} \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (9.50)$$

The transformed correlation tensor has a component $\sqrt{2}$, which is non-physical. Therefore, the transformation $(\mathbb{I}, R(\phi_1))\psi$ draws a full circle of pure states in a plane orthogonal to $\psi_1$ within the subspace $S_{12}$. Similarly, the transformation $(R(\phi), \mathbb{I})$ draws the same set of pure states when applied to $\psi$. Hence, for every transformation $(\mathbb{I}, R(\phi_1))$, there exists a transformation $(R(\phi_2), \mathbb{I})$ such that $(\mathbb{I}, R(\phi_1))\psi = (R(\phi_2), \mathbb{I})\psi$. This gives us a set of conditions

$$R(\phi_2)x = x \quad (9.51)$$

$$R(\phi_1)y = y \quad (9.52)$$

$$R(\phi_2)T_x = T_x \quad (9.53)$$

$$T^T_y R^T(\phi_1) = T^T \quad (9.54)$$

$$R(\phi_2)T = TR^T(\phi_1) \quad (9.55)$$

which are fulfilled if $x = y = T_x = T_y = 0$ and $T = \text{diag}[T_1, T_2]$. Equation (9.37) gives $T_2^2 = T_3^2 = 1$ and we finally end up with two different solutions:

$$\psi_{QM} = (0, 0, \text{diag}[1, -1, 1]) \quad \vee \quad \psi_{MQM} = (0, 0, \text{diag}[1, 1, 1]). \quad (9.56)$$

The first “M” in $\psi_{MQM}$ stands for “mirror.” The two solutions are incompatible and cannot coexist within the same theory. The first solution corresponds to the triplet state $\phi^+$ of ordinary quantum mechanics. The second solution is a totally invariant state and has a negative overlap with, for example, the singlet state $\psi^-$ for which $T = \text{diag}[-1, -1, 1]$. That is, if the system were prepared in one of the two states and the other one were measured, the probability would be negative. Nevertheless, both solutions are regular at the level of two bits. The first belongs to ordinary quantum mechanics with the singlet in the “antiparallel” subspace $S_{34}$, and the second solution is “the singlet state in the parallel subspace” $S_{12}$. We will show that one can build the full state space, transformations, and measurements in both cases. The states from one quantum mechanics can be obtained from the other by partial transposition $\psi_{QM}^{PT} = \psi_{MQM}$. In particular, the four maximal entangled states (Bell states) from “mirror quantum mechanics” have correlations of the opposite sign of those from the standard quantum mechanics (Fig 9.4).

Now we show that the theory with “mirror states” is physically inconsistent when applied to a composite system of three bits. Let us first derive the full set of states
Figure 9.4. Correlations between results obtained in measurements of two bits in a maximal entangled (Bell’s) state in standard quantum mechanics (left) and “mirror quantum mechanics” (right) along x, y, and z directions. Why do we never see correlations as given in the table on the right? The opposite sign of correlations on the right and on the left is not a matter of convention or labeling of outcomes. If one can transport the two bits parallel to the same detector, one can distinguish operationally between the two types of correlations.

and transformations for two qubits in standard quantum mechanics. We have seen that the state $\psi_{QM}$ belongs to the subspace $S_{12}$ and, furthermore, that it is complementary (within $S_{12}$) to the product states $\psi_1$ and $\psi_2$. The totally mixed state within the $S_{12}$ subspace is $E_{12} = \frac{1}{2} \psi_1 + \frac{1}{2} \psi_2$. The states $\psi_1$ and $\psi_{QM}$ span one two-dimensional plane, and the set of pure states within this plane is a circle:

$$ \psi(x) = E_{12} + \cos x \ (\psi_1 - E_{12}) + \sin x \ (\psi_{QM} - E_{12}) \quad (9.57) $$

$$ = (\cos x \ e_1, \cos x \ e_1, \text{diag}[1, -\sin x, \sin x]) . \quad (9.58) $$

We can apply a complete set of local transformations to the set $\psi(x)$ to obtain the set of all pure two-qubit states. Let us represent a pure state $\psi = (x, y, T)$ by the $4 \times 4$ Hermitian matrix $\rho$:

$$ \rho = \frac{1}{4} (I \otimes I + 3 \sum_{i=1} x_i \sigma_i \otimes I + 3 \sum_{i=1} y_i I \otimes \sigma_i + 3 \sum_{i,j=1} T_{ij} \sigma_i \otimes \sigma_j) , \quad (9.59) $$

where $\sigma_i, i \in \{1, 2, 3\}$ are the three Pauli matrices. It is easy to show that the set of states (Equation 9.57) corresponds to the set of one-dimensional projectors $|\psi(x)\rangle \langle \psi(x)|$, where $|\psi(x)\rangle = \cos \frac{x}{2} |00\rangle + \sin \frac{x}{2} |11\rangle$. The action of local transformations $(R_1, R_2)\psi$ corresponds to local unitary transformation $U_1 \otimes U_2 |\psi\rangle \langle \psi| U_1^\dagger \otimes U_2^\dagger$, where the correspondence between $U$ and $R$ is given by the isomorphism between the groups SU(2) and SO(3):

$$ U \rho U^\dagger = \frac{1}{2} \left( I + \frac{3}{2} \sum_{i=1} x_i \sigma_i \right) \sigma_i \right) . \quad (9.60) $$

Here, $R_{ij} = \text{Tr}(\sigma_i U \sigma_j U^\dagger)$ and $x_i = \text{Tr} \sigma_i \rho$. When we apply a complete set of local transformations to the states $|\psi(x)\rangle$, we obtain the whole set of pure states for two qubits. The group of transformations is the set of unitary transformations SU(4).

The set of states from “mirror quantum mechanics” can be obtained by applying partial transposition to the set of quantum states. Formally, partial transposition with respect to subsystem 1 is defined by action on a set of product operators:

$$ \text{PT}_1(\rho_1 \otimes \rho_2) = \rho_1^T \otimes \rho_2 , \quad (9.61) $$

where $\rho_1$ and $\rho_2$ are arbitrary operators. Similarly, we can define the partial transposition with respect to subsystem 2 $\text{PT}_2$. To each unitary transformation $U$ in quantum
mechanics, we define the corresponding transformation in “mirror mechanics”—for example, with respect to subsystem 1: PT1 U PT1. Therefore, the set of transformations is a conjugate group PT1 SU(4) PT1 := \{ PT1 U PT1 | U \in SU(4) \}. Note that we could equally have chosen to apply partial transposition with respect to subsystem 2 and would obtain the same set of states. In fact, one can show that PT1 U PT1 = PT2 U* PT2, where U* is a conjugate unitary transformation (see Lemma 4 in the Appendix). Therefore, the two conjugate groups are the same PT1 SU(4) PT1 = PT2 SU(4) PT2. We can generate the set of “mirror states” by applying all of the transformations PT1 U PT1 to some product state, regardless of which particular partial transposition is used.

Now, we show that “mirror mechanics” cannot be consistently extended to composite systems consisting of three bits. Let \( \psi_p = (x, y, z, T_{12}, T_{13}, T_{23}, T_{123}) \) be some product state of three bits, where \( x, y, \) and \( z \) are local Bloch vectors and \( T_{12}, T_{13}, T_{23}, \) and \( T_{123} \) are two- and three-body correlation tensors, respectively. We can apply the transformations PTi Uj PT to a composite system of \( i \) and \( j \), and we are free to choose with respect to which subsystem (\( i \) or \( j \)) to take the partial transposition. Furthermore, we can combine transformations in 12 and 13 subsystems such that the resulting state is genuine three-partite entangled, and we can choose to partially transpose subsystem 2 in both cases. We obtain the transformation

\[
U_{123} = PT_{i} U_{i} PT_{i} PT_{j} U_{j} PT_{j} = PT_{2} U_{12} U_{23} PT_{2},
\]

When we apply \( U_{123} \) to \( \psi_p \), we obtain the state \( PT_{2} U_{12} U_{23} \phi_p \), where \( \phi_p = PT_{2} \psi_p \) is again some product state. The state \( U_{12} U_{23} \phi_p \) is a quantum three-qubit state. Because states \( \psi_p \) and \( \phi_p \) are product states and do belong to standard quantum states, we can use the formalism of quantum mechanics and denote them as \( |\psi_p\rangle \) and \( |\phi_p\rangle \). Furthermore, because the state \( |\psi_p\rangle \) is an arbitrary product state, without loss of generality, we set \( |\phi_p\rangle = |0\rangle |0\rangle |0\rangle \). We can choose \( U_{12} \) and \( U_{23} \) such that:

\[
U_{12} |0\rangle |0\rangle = |0\rangle |0\rangle \]

\[
U_{12} |0\rangle |1\rangle = \frac{1}{\sqrt{2}} (|0\rangle |1\rangle + |1\rangle |0\rangle )
\]

\[
U_{23} |0\rangle |0\rangle = \frac{1}{\sqrt{3}} |0\rangle |1\rangle + \frac{1}{\sqrt{3}} |1\rangle |0\rangle .
\]

This way, we can generate the \( W \)-state

\[
|W\rangle = U_{12} U_{23} |0\rangle |0\rangle |0\rangle \]

\[
= \frac{1}{\sqrt{3}} (|0\rangle |0\rangle |1\rangle + |0\rangle |1\rangle |0\rangle + |1\rangle |0\rangle |0\rangle ).
\]

When we apply partial transposition with respect to subsystem 2, we obtain the corresponding “mirror \( W \)-state,” which we denote as \( W_M \)-state, \( W_M = PT_{2} W \). The local Bloch vectors and two-body correlation tensors for the \( W \) state are

\[
x = y = z = (0, 0, \frac{1}{3})^T,
\]

\[
T_{12} = T_{13} = T_{23} = \text{diag}[\frac{2}{3}, \frac{2}{3}, -\frac{1}{3}] .
\]
where $|0\rangle$ corresponds to result +1. Consequently, the local Bloch vectors and the correlation tensor for $W_{M}$-state are

$$\mathbf{x} = \mathbf{y} = \mathbf{z} = (0, 0, \frac{1}{3})^T,$$

$$T_{12} = T_{23} = \text{diag}[\frac{2}{3}, -\frac{2}{3}, -\frac{1}{3}],$$

$$T_{13} = \text{diag}[\frac{2}{3}, \frac{2}{3}, -\frac{1}{3}].$$

The asymmetry in the signs of correlations in the tensors $T_{12}, T_{23},$ and $T_{13}$ leads to inconsistencies because they define three different reduced states $\psi_{ij} = (x_i, x_j, T_{ij}),$ $ij \in \{12, 23, 13\},$ which cannot coexist within a single theory. The states $\psi_{12}$ and $\psi_{23}$ belong to “mirror quantum mechanics,” whereas the state $\psi_{13}$ belongs to ordinary quantum mechanics. To see this, take the state $\psi = (0, 0, \text{diag}[-1, -1, 1]),$ which is locally equivalent to state $\psi_{MQM} = (0, 0, \mathbb{1}).$ The overlap (measured probability) between the states $\psi_{13}$ and $\psi$ is negative

$$P(\psi, \psi_{13}) = \frac{1}{4}(1 - \frac{2}{3} - \frac{2}{3} - \frac{1}{3}) = -\frac{1}{6}.$$

We conclude that “mirror quantum mechanics”—although being a perfectly regular solution for a theory of two bits—cannot be consistently extended to also describe systems consisting of many bits. This also answers the question of why we find in nature only four types of correlations as given in the table (see Figure 9.4) on the left rather than all eight logically possible ones.

### 9.8 Higher-Dimensional Systems and State Update Rule in Measurement

Having obtained $d = 3$ for a two-dimensional system, we have derived quantum theory of this system. We have also reconstructed quantum mechanics of a composite system consisting of two qubits. Further reconstruction of quantum mechanics can be proceeded as in Hardy’s work [20]. In particular, the reconstruction of higher-dimensional systems from the two-dimensional ones and the general transformations of the state after measurement are explicitly given there. We only briefly comment on them here.

To derive the state space, measurements, and transformations for a higher-dimensional system, we can use quantum theory of a two-dimensional system in conjunction with Axiom 1. The axiom requires that upon any two linearly independent states, one can construct a two-dimensional subspace that is isomorphic to the state space of a qubit (2-sphere). The state space of a higher-dimensional system can be characterized such that if the state is restricted to any given two dimensional subspace, then it behaves like a qubit. The fact that all other (higher-dimensional) systems can be built out of two-dimensional ones suggests that the latter can be considered as fundamental constituents of the world and gives a justification for the usage of the term elementary system in the formulations of the axioms.

When a measurement is performed and an outcome is obtained, our knowledge about the state of the system changes and its representation in form of the probabilities must be updated to be in agreement with the new knowledge acquired in the measurement. This
is the most natural update rule present in any probability theory. Only if one views this change as a real physical process conceptual problems arise related to discontinuous and abrupt “collapse of the wave function.” There is no basis for any such assumption. Associated with each outcome is the measurement vector $\mathbf{r}$. When the outcome is observed, the state after the measurement is updated to $\mathbf{r}$ and the measurement will be a certain transformation on the initial state. Update rules for more general measurements can accordingly be given.

9.9 What the Present Reconstruction Tells Us about Quantum Mechanics

It is often said that reconstructions of quantum theory within an operational approach are devoid of ontological commitments and that nothing can be generally said about the ontological content that arises from the first principles or about the status of the notion of realism. As a supporting argument, one usually notes that within a realistic worldview, one would anyway expect quantum theory at the operational level to be deducible from some underlying theory of “deeper reality.” After all, we have the Broglie–Bohm theory [63,64], which is a nonlocal realistic theory in full agreement with the predictions of (nonrelativistic) quantum theory. Having said this, we cannot but emphasize that realism does stay “orthogonal” to the basic idea behind our reconstruction.

Whether local or nonlocal, realism asserts that outcomes correspond to actualities objectively existing before and independent of measurements. Conversely, we have shown that the finiteness of information-carrying capacity of quantum systems is an important ingredient in deriving quantum theory. This capacity is not enough to allow assignment of definite values to outcomes of all possible measurements. The elementary system has the information-carrying capacity of one bit. This is signified by the possibility to decompose any state of an elementary system (qubit) in quantum mechanics in two orthogonal states. In a realistic theory based on hidden variables and an “epistemic constraint” on an observer’s knowledge of the “variables” values, one can reproduce this feature at the level of the entire distribution of the hidden variables. That this is possible is not surprising if one bears in mind that hidden-variable theories in the first place were introduced to reproduce quantum mechanics and yet give a more complete description. But any realism of that kind at the same time assumes an infinite information capacity at the level of hidden variables. Even to reproduce measurements on a single qubit requires infinitely many orthogonal hidden-variable states [65–67]. It might be a matter of taste whether or not one is ready to work with this “ontological access baggage” [65] not doing any explanatory work at the operational level. But it is certainly conceptually distinctly different from the theory analyzed here, in which the information capacity of the most elementary systems—those that are by definition not reducible further—is fundamentally limited.

3 See [40] for a local version of such hidden-variable theory in which quantum mechanical predictions are partially reproduced.

4 That this cannot be done without allowing nonlocal influences from space-like distant regions is a valid point in itself, which we do not want to follow here further.
To clarify our position further, consider the Mach–Zehnder interferometer in which both the path information and interference observable are dichotomic (i.e., two-valued observables). It is meaningless to speak about “the path the particle took in the interferometer in the interference experiment” because this would already require the assignment of two bits of information to the system, which would exceed its information capacity of one bit [68]. The information capacity of the system is simply not enough to provide definite outcomes to all possible measurements. Then, by necessity, the outcome in some experiments must contain an element of randomness, and there must be observables that are complementary to each other. Entanglement and, consequently, the violation of Bell’s inequality (and thus of local realism) arise from the possibility of defining an abstract elementary system carrying at most one bit such that correlations (“00” and “11” in a joint measurement of two subsystems) are basis states.

9.10 Conclusions

Quantum theory is our most accurate description of nature and is fundamental to our understanding of, for example, the stability of matter, the periodic table of chemical elements, and the energy of the sun. It has led to the development of great inventions like the electronic transistor, laser, and quantum cryptography. Given the enormous success of quantum theory, can we consider it as our final and ultimate theory? Quantum theory has caused much controversy in interpreting what its philosophical and epistemological implications are. At the heart of this controversy lies the fact that the theory makes only probabilistic predictions. In recent years it was shown, however, that some features of quantum theory that one might have expected to be uniquely quantum turned out to be highly generic for generalized probabilistic theories. Is there any reason why the universe should obey the laws of quantum theory, as opposed to any other possible probabilistic theory?

In this chapter, we have shown that classical probability theory and quantum theory—the only two probability theories for which we have empirical evidences—are special in a way that they fulfill three reasonable axioms on the systems’ information-carrying capacity, on the notion of locality, and on the reversibility of transformations. The two theories can be separated if one restricts the transformations between the pure states to be continuous [20]. An interesting finding is that quantum theory is the only non-classical probability theory that can exhibit entanglement without conflicting one or more axioms. Therefore—to use Schrödinger’s words [69]—entanglement is not only “the characteristic trait of quantum mechanics, the one that enforces its entire departure from classical lines of thought,” but also the one that enforces the departure from a broad class of more general probabilistic theories.
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Appendix

In this Appendix, we give the proofs of the lemmas from the main text.

**Lemma 1.** The lower bound $||T|| = 1$ is saturated if and only if the state is a product state $T = xy^T$.

**Proof.** If the state is a product state, then $||T||^2 = ||x||^2 ||y||^2 = 1$. Conversely, assume that the state $\psi = (x, y, T)$ satisfies $||T|| = 1$. Normalization (Equation 9.23) gives $||x|| = ||y|| = 1$. Let $\phi_p = (-x, -y, T_0 = xy^T)$ be a product state. We have $P(\psi, \phi_p) \geq 0$ and, therefore,

$$1 - ||x||^2 - ||y||^2 + \text{Tr}(T^T T_0) = -1 + \text{Tr}(T^T T_0) \geq 0.$$  

(9.75)

The last inequality $\text{Tr}(T^T T_0) \geq 1$ can be seen as $(T, T_0) \geq 1$, where $(\cdot, \cdot)$ is the scalar product in Hilbert–Schmidt space. Because the vectors $T, T_0$ are normalized, $||T|| = ||T_0|| = 1$, the scalar product between them is always $(T, T_0) \leq 1$. Therefore, we have $(T, T_0) = 1$, which is equivalent to $T = T_0 = xy^T$.

QED

**Lemma 2.** The only product states belonging to $S_{12}$ are $\psi_1$ and $\psi_2$.

**Proof.** Let $\psi_p = (x, y, xy^T) \in S_{12}$. We have

$$1 = P_{12}(\psi_p, \psi_1) + P_{12}(\psi_p, \psi_2)$$

$$= \frac{1}{4}(1 + xe_1 + ye_1 + (xe_1)(ye_1))$$

$$+ \frac{1}{4}(1 - xe_1 - ye_1 + (xe_1)(ye_1))$$

$$= \frac{1}{2}(1 + (xe_1)(ye_1))$$

$$\Rightarrow xe_1 = ye_1 = 1 \lor xe_1 = ye_1 = -1$$

$$\Leftrightarrow x = y = e_1 \lor x = y = -e_1.$$  

(9.81)

QED

**Lemma 3.** If the state $\psi \in S_{12}$, then $\psi' = (R, I)\psi \in S_{34}$ and $\psi'' = (\mathbb{1}, R)\psi \in S_{34}$.

**Proof.** If $\psi \in S_{12}$, we have

$$1 = P_{12}(\psi, \psi_1) + P_{12}(\psi, \psi_2)$$

$$= P_{12}(R, I)\psi, (R, I)\psi_1) + P_{12}((R, I)\psi, (R, I)\psi_2)$$

$$= P_{12}(\psi', \psi_3) + P_{12}(\psi', \psi_4).$$  

(9.84)

Similarly, one can show that $(\mathbb{1}, R)\psi \in S_{34}$.

QED

**Lemma 4.** Let $U$ be some operator with the following action in the Hilbert–Schmidt space; $U(\rho) = U\rho U^\dagger$, and $PT_1$ and $PT_2$ are partial transpositions
with respect to subsystems 1 and 2, respectively. The following identity holds:

\[ \text{PT}_1 U \text{PT}_1 = \text{PT}_2 U^* \text{PT}_2, \]

where \( U^* \) is the complex-conjugate operator.

**Proof.** We can expand \( U \) into some product basis in the Hilbert–Schmidt space \( U = \sum_{ij} u_{ij} A_i \otimes B_j \). We have

\[
\text{PT}_1 U \text{PT}_1 (\rho_1 \otimes \rho_2) = \text{PT}_1 \{ U \rho_1^T \otimes \rho_2 U^\dagger \} \\
= \sum_{ijkl} u_{ij} u_{kl}^* (A_i^* \rho_1 A_i^T) \otimes (B_j^* \rho_2 B_j^T) \\
= \text{PT}_2 \{ \sum_{ijkl} u_{ij} u_{kl}^* (A_i^* \rho_1 A_i^T) \otimes (B_j^* \rho_2 B_j^T) \} \\
= \text{PT}_2 \{ \sum_{ijkl} u_{kl}^* u_{ij} (A_i^* \otimes B_j^*) (\rho_1 \otimes \rho_2^T) (A_i^T \otimes B_j^T) \} \\
= \text{PT}_2 U^* \text{PT}_2 (\rho_1 \otimes \rho_2)
\]

for arbitrary operators \( \rho_1 \) and \( \rho_2 \).

QED
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10.1 Introduction

In his Mathematical Foundations of Quantum Mechanics [11, Chapter 4], John von Neumann presented a proof that the quantum statistics cannot be recovered from probability distributions over “hidden” deterministic states that assign definite premeasurement values to all physical quantities.¹ Von Neumann’s proof has been dismissed as “silly” by John Bell and by David Mermin, who writes [8, pp. 805–6]:

Many generations of graduate students who might have been tempted to try to construct hidden-variables theories were beaten into submission by the claim that von Neumann, 1932, had proved that it could not be done. A few years later (see Jammer, 1974, p. 273) Grete Hermann, 1935, pointed out a glaring deficiency in the argument, but she seems to have been entirely ignored. Everybody continued to cite the von Neumann proof. A third of a century passed before John Bell, 1966, rediscovered the fact that von Neumann’s no-hidden-variables proof was based on an assumption that can only be described as silly—so silly, in fact, that one is led to wonder whether the proof was ever studied by either the students or those who appealed to it to rescue them from speculative adventures.

A footnote refers to Bell’s comments in an interview with Omni, May 1988, p. 88:

Yet the von Neumann proof, if you actually come to grips with it, falls apart in your hands! There is nothing to it. It’s not just flawed, it’s silly! . . . When you translate [his assumptions] into terms of physical disposition, they’re nonsense. You may quote me on that: The proof of von Neumann is not merely false but foolish!

In this chapter, I reexamine von Neumann’s proof and argue that it has been misunderstood by detractors; I look at the proof in more detail in Section 10.4. Here, I

¹ Von Neumann uses the term physical quantity or sometimes measurable quantity. The term in common use is observable. Observables are usually identified with their representative Hermitian operators, but in the following it is important to keep the two notions distinct. So I use von Neumann’s term physical quantity and distinguish physical quantities (denoted by \( A, B, S_x \), and so on) from Hermitian operators (denoted by \( A, B, \sigma_x \), and so on).
simply state the allegedly silly assumption: von Neumann assumed that the expectation value of a sum of physical quantities, \( \text{Exp}(A + B) \), is equal to the sum of the expectation values, \( \text{Exp}(A) + \text{Exp}(B) \), for all statistical ensembles—that is, for all expectation value functions. This is the case for simultaneously measurable physical quantities, represented by commuting Hermitian operators. As von Neumann remarks [11, p. 308], the relation “depends on this theorem on probability: the expectation value of a sum is always the sum of the expectation values of the individual terms, independent of whether probability dependencies exist between these or not (in contrast, for example, to the probability of the product).” For physical quantities that are not simultaneously measurable, represented by noncommuting operators, von Neumann justified the assumption on the grounds that the relation holds for quantum states. The objection is that it is unreasonable—in fact, “silly”—to impose the condition on hypothetical deterministic states, which assign probabilities 0 or 1 to the possible values of a physical quantity (the eigenvalues of the corresponding Hermitian operator) because for such states, the expectation value of a physical quantity is equal to the value with probability 1, and the eigenvalues of a sum of noncommuting operators are not equal to the sums of the eigenvalues of the summed operators. For a spin-1/2 particle, for example, the eigenvalues of \( \sigma_x \) and \( \sigma_z \) are both \( \pm 1 \), while the eigenvalues of \( \sigma_x + \sigma_z \) are \( \pm \sqrt{2} \), so the relation cannot hold.

Now, von Neumann was surely aware of this. In [11, pp. 309–10, footnote 164], he refers to the kinetic energy of an electron in an atom, which is a sum of two physical quantities represented by noncommuting operators, a function of momentum, \( \mathcal{P} \), and a function of position, \( \mathcal{Q} \):

\[
\mathcal{E} = \frac{\mathcal{P}^2}{2m} + V(\mathcal{Q}),
\]

and he observes that we measure the energy by measuring the frequency of the spectral lines in the radiation emitted by the electron, not by measuring the electron’s position and momentum, computing the values of \( \frac{\mathcal{P}^2}{2m} \) and \( V(\mathcal{Q}) \), and adding the results.

Before turning to von Neumann’s proof, I first consider—from a slightly different perspective than usual (a variation on the analysis in [3])—the two classic “no hidden variables” proofs that followed von Neumann’s proof: the Kochen–Specker “no noncontextual hidden variables” proof and Bell’s “no local hidden variables” proof. Following that, we consider whether von Neumann’s proof has been misunderstood or whether it is silly, as Bell and Mermin claim.

### 10.2 The Kochen–Specker Proof: Klyachko Version

Can the quantum statistics for all quantum states and all physical quantities, including all correlations among physical quantities, be recovered from probability distributions over “hidden” deterministic states that assign definite premeasurement values to all physical quantities? If the question concerns simply the existence, in principle, of such hypothetical deterministic states, and no constraints are imposed on the value assignments (e.g., that functional relations among physical quantities should be preserved
by the value assignments), then the answer is “yes.” As Werner and Wolf observe [12, p. 5], deterministic states are defined—trivially—by the correlation data for any experiment involving any number of physical quantities. Of course, such deterministic states are wildly context-dependent in the sense that they are defined relative to the physical quantities associated with an experimental context (so one could take the full probability space as the product space of the probability spaces for each experimental context, treating the probability spaces for different experimental contexts as independent), and these hypothetical deterministic states are indeed “hidden” until we perform the measurements, but this is irrelevant to the question of the existence of such states as a mathematical possibility.

The question about hidden deterministic states becomes interesting only if some constraint is imposed on the representation of physical quantities. Kochen and Specker require each physical quantity to be assigned a definite value by a deterministic state, equal to an eigenvalue of the representative Hermitian operator, and impose the constraint that any functional relation satisfied by a set of physical quantities represented by commuting operators is also satisfied by the eigenvalues assigned to these physical quantities by a deterministic state.

To see the implications of this constraint, which is significant for physical quantities represented by Hermitian operators on a Hilbert space of more than two dimensions, consider the physical quantity $S_x$, spin in the $x$-direction of a spin-1 particle, with three possible values: $-1, 0, +1$, represented by the Pauli operator $\sigma_x$. The eigenvectors of $\sigma_x, | - 1 \rangle_x, | 0 \rangle_x, | + 1 \rangle_x$ form a basis or orthogonal triple in a three-dimensional Hilbert space. The 0-eigenvectors of the spin operators in any three orthogonal directions $x, y, z$ form an orthogonal triple and, hence, correspond to a Hermitian operator $R$. The operator $R$, which does not commute with $\sigma_x$, represents a maximal physical quantity with three possible values. Now, even though $\sigma_x, \sigma_y, \sigma_z$ do not commute, the squares of these operators commute pairwise, and they all commute with $R$. It follows that the nonmaximal physical quantity $S_x^2$, represented by the operator $\sigma_x^2$ with eigenvalues 0 and 1, is a function of $S_x$ and of $R$. In fact, $\sigma_x^2 = 1 - P_{|0\rangle_x}$, where $P_{|0\rangle_x}$ is the projection operator onto $|0\rangle_x$, the 0-eigenvector of $\sigma_x$, and 1 here represents the identity operator. For quantum states, measuring $S_x^2$ via $S_x$ will yield the same probabilities for the values of $S_x^2$ as measuring $S_x^2$ via $R$, even though there is no measurement context in which all three physical quantities can be measured simultaneously (i.e., $\sigma_x^2$ commutes with $\sigma_x$ and with $R$, but $\sigma_x$ does not commute with $R$). The Kochen–Specker functional relation constraint requires that the value assigned by a deterministic state to a nonmaximal physical quantity such as $S_x^2$ should be the same value whether $S_x^2$ is considered to be a function of $S_x$ or a function of $R$. Because the value is the measured value, the constraint requires that the measured value of $S_x^2$ should be the same whether $S_x^2$ is assigned a value via a measurement of $S_x$ or via a very different measurement of $R$. That is, the constraint requires that $S_x^2$ has a definite value independent of the measurement context. Note that this is a counterfactual claim, because the two measurements cannot be performed simultaneously and is a claim that is rejected by the standard interpretation of quantum mechanics. The question posed by Kochen and Specker is whether a hidden variable theory subject to this “noncontextuality” constraint can be excluded on the basis of a mathematical argument, not merely as a matter of accepted doctrine.
Kochen and Specker identified a finite set of 2-valued physical quantities represented by noncommuting one-dimensional projection operators on a three-dimensional Hilbert space, in which an individual projection operator can belong to different orthogonal triples of projection operators representing different bases or contexts, such that no assignment of 0 and 1 values to the physical quantities is possible that is both (1) noncontextual (i.e., each physical quantity is assigned one and only one value, independent of context); and (2) satisfies the functional relations for simultaneously measurable physical quantities, which amounts to respecting the orthogonality relations for commuting projection operators (so that, e.g., the assignment of the value 1 to a projection operator $P$ requires the assignment of 0 to any projection operator orthogonal to $P$).

This result is actually stronger than we need here. In fact, a much simpler proof suffices if all we want to show is that the quantum probabilities of at least one quantum state cannot be recovered from probability distributions over hypothetical deterministic states that assign values to all relevant physical quantities noncontextually. Here is a proof first proposed by Klyachko [6], involving just five one-dimensional projection operators on a three-dimensional Hilbert space.

Consider a unit sphere and imagine a circle $\Sigma_1$ on the equator of the sphere with an inscribed pentagon and pentagram, with the vertices of the pentagram labeled in order 1, 2, 3, 4, 5 (Figure 10.1). Note that the angle subtended at the center $O$ by adjacent vertices of the pentagram defining an edge (e.g., 1 and 2) is $\theta = 4\pi/5$, which is greater than $\pi/2$. It follows that if the radii linking $O$ to the vertices are pulled upward toward the north pole of the sphere, the circle with the inscribed pentagon and pentagram will move up on the sphere toward the north pole. Because $\theta = 0$ when the radii point to the north pole (and the circle vanishes), $\theta$ must pass through $\pi/2$ before the radii point

---

2 The following formulation of Klyachko’s proof owes much to a discussion with Ben Toner and differs from the analysis in [6, 7].
to the north pole, which means that it is possible to draw a circle $\Sigma_2$ with an inscribed pentagon and pentagram on the sphere at some point between the equator and the north pole such that the angle subtended at $O$ by an edge of the pentagram is $\pi/2$. Label the center of this circle $P$ (Figure 10.2; note that the line $OP$ is orthogonal to the circle $\Sigma_2$ and is not in the plane of the pentagram).

Now consider measuring the spins in the directions corresponding to the vertices of the pentagram/pentagon on the circle $\Sigma_2$ and assigning 1’s and 0’s to these vertices noncontextually, according to whether a “yes” (1) or “no” (0) answer is given to the question $Q$: “Is the value of the spin in the direction $i$ equal to zero?” Note that at most one 1 can be assigned to two vertices defining an edge of the pentagram noncontextually because these vertices are orthogonal. As we saw previously, the spin-0 eigenvectors for any three orthogonal directions in real space form an orthogonal triple in Hilbert space and hence define a physical quantity $R$. Because a deterministic state assigns these physical quantities definite values, it follows that the answer to the question for a given deterministic state cannot be “yes” for two orthogonal directions. Here, noncontextuality amounts to the requirement that the assignment of a 1 or a 0 to a vertex is independent of the pentagram edge to which the vertex belongs.

It is obvious by inspection that the constraint on 0, 1 assignments for pentagram edges can be satisfied noncontextually by deterministic states that assign zero 1’s, one 1, or two 1’s to all five vertices (but not by three 1’s, four 1’s, or five 1’s). It follows that for such deterministic states, where $v(i)$ is the value assigned to the vertex $i$:

$$\sum_{i=1}^{5} v(i) \leq 2.$$ (10.1)
If we label the possible deterministic states with a hidden variable \( \lambda \in \Lambda \) and average over \( \Lambda \), then the probability that a vertex is assigned the value 1 is given by

\[
p(v(i) = 1) = \sum_{\Lambda} v(i|\lambda) p(\lambda)
\]

so

\[
\sum_{i=1}^{5} p(v(i) = 1) \leq 2.
\]

This is the Klyachko inequality: the sum of the probabilities assigned to the vertices of the pentagram on the circle \( \Sigma_2 \) must be less than or equal to 2 if values are assigned noncontextually by deterministic states in such a way as to satisfy the constraint that two 1’s cannot be assigned to the vertices defining a pentagram edge. Note that the inequality follows without any assumption about the relative weighting of the deterministic states.

Now note that the spin measurement directions defined by the vertices of the pentagram/pentagon in real space correspond to spin states on the unit sphere in a three-dimensional Hilbert space. Consider a quantum system in the state defined by a unit vector that passes through the north pole of this unit sphere, which we label similarly to the sphere in real space. This vector passes through the point \( P \) in the center of the circle \( \Sigma_2 \). Call this state \( |\psi\rangle \). A simple geometric argument shows that if probabilities are assigned to the answer “yes” to the question \( Q \) for the directions defined by the vertices of the pentagram on \( \Sigma_2 \) by the state \( |\psi\rangle \), then the sum of the probabilities is greater than 2!

To see this, note that the probability assigned to a vertex (e.g., the vertex 1) is

\[
|\langle 1|\psi\rangle|^2 = \cos^2 \phi,
\]

where \( |1\rangle \) is the unit vector defined by the radius from \( O \) to the vertex 1. Because the lines from the center \( O \) of the sphere to the vertices of an edge of the pentagram on \( \Sigma_2 \) are radii of length 1 subtending a right angle, each edge of the pentagram has length \( \sqrt{2} \). The angle subtended at \( P \) by the lines joining \( P \) to the two vertices of an edge is \( 4\pi/5 \), so the length, \( s \), of the line joining \( P \) to a vertex of the pentagram is

\[
s = \frac{1}{\sqrt{2}\cos \frac{\pi}{10}}.
\]

Now, \( \cos \phi = r \), where \( r \) is the length of the line \( OP \), and \( r^2 + s^2 = 1 \), so

\[
\cos^2 \phi = r^2 = 1 - s^2 = \frac{\cos \frac{\pi}{5}}{1 + \cos \frac{\pi}{5}} = 1/\sqrt{5}
\]

(because \( \cos \pi/5 = \frac{1}{4}(1 + \sqrt{5}) \)), and so

\[
\sum_{i=1}^{5} p(v(i) = 1) = 5 \times 1/\sqrt{5} = \sqrt{5} > 2.
\]

So, the probabilities defined by the quantum state \( |\psi\rangle \) cannot be recovered from probability distributions over hypothetical deterministic states that assign definite
premeasurement values noncontextually to the spin physical quantities associated with the directions defined by the vertices of the pentagram/pentagon.3

10.3 Bell’s Proof

Bell proposed weakening the noncontextuality constraint to allow a certain constrained contextuality, where the constraint is physically motivated by a locality assumption for bipartite systems AB. For deterministic states, the locality constraint is the requirement that the value assigned to an A-quantity $\mathcal{X}$ by a deterministic state is independent of the remote measurement context defined by the measurement of a B-quantity, $\mathcal{Y}$.4

Note that there is no loss of generality in considering deterministic states rather than states that assign values stochastically. Werner and Wolf [12, p. 7] point out that one can always “upgrade” a stochastic hidden variable theory to a deterministic theory by the following trick. Suppose $\lambda$ is the hidden variable parametrizing the hidden stochastic states, which satisfy Bell’s locality condition,

$$p(x, y|\mathcal{X}, \mathcal{Y}) = \int p_\lambda(x|\mathcal{X})p_\lambda(y|\mathcal{Y})\rho(\lambda)d\lambda; \quad (10.8)$$

that is, $p_\lambda(x|\mathcal{X})$ is the probability, in the hidden state $\lambda$, of obtaining the outcome $x$ in a measurement of the physical quantity $\mathcal{X}$ on system A and similarly for $\mathcal{Y}$ and system B. Introduce a new hidden variable $\tilde{\lambda} = (\lambda, \lambda_A, \lambda_B)$, where $\lambda, \lambda_A, \lambda_B$ are independent random variables, and $\lambda_A, \lambda_B$ are uniformly distributed over [0, 1].5 One can then define a deterministic state $\tilde{\lambda}$ via

$$p_\tilde{\lambda}(x|\mathcal{X}) \equiv p_{\lambda, \lambda_A, \lambda_B}(x|\mathcal{X}) = \begin{cases} 1 & \lambda_A \leq p_\lambda(x|\mathcal{X}) \\ 0 & \text{otherwise} \end{cases} \quad (10.9)$$

and similarly for $\mathcal{Y}$. This deterministic theory produces the same correlations as the stochastic theory satisfying Equation (10.8).

Bell’s locality condition is a probabilistic noncontextuality constraint. As shown by Jarrett [5], Equation (10.8) is equivalent to the conjunction of two independent conditions: the probability, conditional on $\lambda$, that an A-quantity, $\mathcal{X}$, takes the value $x$ is (I) independent of the quantity $\mathcal{Y}$ measured at B and also (II) independent of the outcome of a $\mathcal{Y}$-measurement at B (and conversely). Note that (I) is not the same as the “no signaling” condition and that the marginal probabilities of measurement outcomes at A do not depend on the quantity measured at B (and conversely). The “no signaling” condition refers to “surface probabilities,” whereas (I) refers to “hidden probabilities”

---

3 More precisely, the relevant physical quantities are the five $S^2_i$-quantities associated with the five vertices and the five $R$-quantities associated with the five edges of the pentagram (i.e., the physical quantities represented by Hermitian operators whose eigenvectors are the spin-0 eigenvectors of $\sigma_x, \sigma_y, \sigma_z$, where $x, y, z$ are orthogonal and two of these directions correspond to two vertices defining an edge of the pentagram).

4 This is the condition of “parameter independence,” introduced herein, for deterministic states. The condition of “outcome independence” is automatically satisfied for deterministic states; 0, 1 probabilities cannot be further refined by additional information.

5 We can think of $\lambda_A$ and $\lambda_B$ as local random variables associated with the measuring devices for A and B.
(to use a terminology due to van Fraassen [10]). Shimony [9] calls conditions (I) and (II) “parameter independence” and “outcome independence,” respectively.

Consider now a pair of spin-1 systems in a maximally entangled correlated state of the form:

\[ |\Psi\rangle = \frac{1}{\sqrt{3}} \sum_{i=1}^{3} |a_i\rangle |b_i\rangle. \quad (10.10) \]

The state \( |\Psi\rangle \) has the form of a biorthogonal representation with equal coefficients, which is the same for any basis. In a local hidden variable simulation of the correlations, local noncontextuality is forced by the requirement of perfect correlation for the outcomes of spin measurements in the same direction on \( A \) and \( B \). That is, the answers to the question \( Q \) for a pair of spin directions, one for \( A \) and one for \( B \), cannot be locally contextual: the \( A \)-answer cannot depend on the edge to which the vertex defining the direction for the \( A \)-question belongs (and similarly for the \( B \)-question) because the \( A \)-answer (e.g., for vertex 1) must be the same for two \( B \)-directions associated with vertices defining two different edges of the pentagram (1-2 and 1-5), and the answers for the maximal contexts defined by these edges are perfectly correlated for \( A \) and for \( B \). Note that local noncontextuality for \( A \) and for \( B \) follows from locality and perfect correlation while this is an assumption in the Klyachko version of the Kochen–Specker proof.

What is the probability that the spins are not both 0 for two directions corresponding to an edge of the pentagon?

Suppose that this probability is generated by a probability distribution over deterministic states that generates the correct quantum mechanical marginal probabilities of 1/3 for the possible spin values in any direction for \( A \) and for \( B \). As we saw, a deterministic state can assign at most two 1’s to the five vertices without violating the constraint that two vertices defining an edge of the pentagram cannot both be assigned a 1. For deterministic states \( D_1 \) that assign one 1 to the vertices, the probability of a vertex is 1/5, which is less than 1/3. So, any mixture of deterministic states yielding the marginal 1/3 would have to include deterministic states \( D_2 \) that assign two 1’s to the vertices. It is easy to see that there is only one mixture, \( M_{21} \), of deterministic states \( D_2 \) and \( D_1 \), and one mixture, \( M_{20} \), of deterministic states \( D_2 \) and \( D_0 \) yielding a probability of 1/3 for each vertex:

\[ M_{21}: \quad 2/3 \ C_2, \quad 1/3 \ C_1 \]
\[ M_{20}: \quad 5/6 \ C_2, \quad 1/6 \ C_0 \]

To obtain the probability 1/3, each particle pair in the sequence is labeled with a shared hidden variable whose value selects a particular deterministic state in the appropriate mixture, either \( D_2 \) or \( D_1 \) in the case of mixture \( M_{21} \), or \( D_2 \) or \( D_0 \) in the case of mixture \( M_{20} \), where the values occur in the sequence with probabilities corresponding to the mixture weights. Other mixtures yielding the marginal 1/3 involve appropriate mixtures of deterministic states of all three types: \( D_2, D_1, \) and \( D_0 \).

\[ \text{The weights are the solutions to the linear equations} \quad x \cdot \frac{2}{3} + y \cdot \frac{1}{3} = \frac{1}{3}, \quad x + y = 1 \quad \text{for the mixture } M_{21}, \]
\[ \quad x \cdot \frac{5}{6} + y \cdot 0 = \frac{1}{3}, \quad x + y = 1 \quad \text{for the mixture } M_{20}. \]
For the mixture $M_{21}$:

$$\text{prob}(\text{spins not both 0| pentagon edge directions})_{M_1} = 1 - \left( \frac{2}{3} \times \frac{1}{5} + \frac{1}{3} \times 0 \right)$$

$$\approx 0.8667$$  \hspace{1cm} (10.11)

For the mixture $M_{20}$:

$$\text{prob}(\text{spins not both 0| pentagon edge directions})_{M_2} = 1 - \left( \frac{5}{6} \times \frac{1}{5} + \frac{1}{6} \times 0 \right)$$

$$\approx 0.8333$$  \hspace{1cm} (10.12)

Because any mixture of deterministic states $D_2$, $D_1$, $D_0$ will yield probabilities between these values, it follows that the optimal probability for a local hidden variable theory is 0.8667.

Now consider the probability defined by the state $|\Psi\rangle$. We saw that the five directions defined by the vertices lie at an angle $\phi$ from the north pole, where $\cos^2 \phi = 1/\sqrt{5}$, and are symmetrically placed around the north pole, or around the point $P$ in the center of the pentagram/pentagon. (Therefore, $\phi \approx 48.03^\circ$.) The angle between two vertices defining an edge of the pentagon (Figure 10.3) is $\chi$, where $\cos \chi = (\sqrt{5} - 1)/2$.\(^7\) (Therefore, $\chi \approx 51.82^\circ$.)

\(^7\) This is the inverse of the golden ratio, the limit of the ratio of successive terms in the Fibonacci series: $\tau = \frac{\sqrt{5} + 1}{2};$

$1/\tau = \tau - 1$. 

---

**Figure 10.3.** Pentagram on $\Sigma_2$ showing angle $\chi$ between states $|1\rangle$ and $|3\rangle$.  


To see this, note that:

\[
\sin \frac{\chi}{2} = s \sin \frac{\pi}{5} = \frac{\sin \frac{\pi}{5}}{\sqrt{2 \cos \frac{\pi}{10}}} = \sqrt{2} \sin \frac{\pi}{10} = \sqrt{2} \left( \frac{\sqrt{5} - 1}{4} \right).
\]  

(10.13)

It follows that the probability, in the state |\(\Psi\rangle\), that the spins are not both zero for two directions corresponding to an edge of the pentagon is given by:

\[
\text{prob}(\text{spins not both 0 | pentagon edge directions})_{\Psi} = 1 - \frac{1}{3} \cos^2 \chi
\]

\[
= 1 - \frac{1}{3} \left( \frac{\sqrt{5} - 1}{2} \right)^2
\]

\[
\approx 0.8727.
\]  

(10.14)

Because this probability is greater than the optimal probability calculated on the basis of the locality assumption for probability distributions over hypothetical deterministic states, it follows that the quantum correlations defined by |\(\Psi\rangle\) cannot be reproduced by such probability distributions.

### 10.4 Von Neumann’s Proof

Von Neumann begins the discussion of the hidden variable question on p. 297 of [11]. He writes as follows:

Let us forget the whole of quantum mechanics but retain the following. Suppose a system \(S\) is given, which is characterized for the experimenter by the enumeration of all the effectively measurable quantities in it and their functional relations with one another. With each quantity we include the directions as to how it is to be measured—and how its value is to be read or calculated from the indicator positions on the measuring instruments. If \(R\) is a quantity and \(f(x)\) any function, then the quantity \(f(R)\) is defined as follows: To measure \(f(R)\), we measure \(R\) and find the value \(a\) (for \(R\)). Then \(f(R)\) has the value \(f(a)\). As we see, all quantities \(f(R)\) (\(R\) fixed, \(f(x)\) an arbitrary function) are measured simultaneously with \(R\). . . . But it should be realized that it is completely meaningless to try to form \(f(R, S)\) if \(R, S\) are not simultaneously measurable: there is no way of giving the corresponding measuring arrangement.

Note that von Neumann does not begin with quantum mechanics but rather with physical or measurable quantities satisfying certain functional relations abstracted from the statistics of measurements. Note also that von Neumann is, from the start, careful to distinguish simultaneously measurable quantities from quantities that are not simultaneously measurable.

Von Neumann’s proof proceeds from six assumptions. Two assumptions [11, p. 312], \(\alpha', \beta'\), define the notion of a deterministic or “dispersion-free” expectation value function and a homogeneous or pure expectation value function, where an expectation value function, defined for all physical quantities of a system \(S\), is understood as completely characterizing the statistical properties of a statistical ensemble of copies of \(S\). An ensemble is dispersion free if, for each quantity \(R\), \(\text{Exp}(R^2) = (\text{Exp}(R))^2\), so the probabilities are all 0 or 1, and homogeneous or pure if \(\text{Exp}(R)\) cannot be expressed
as a convex combination of two different expectation value functions, neither of them equal to \( \text{Exp}(R) \).

Two assumptions [11, p. 311], \( A' \), \( B' \), concern physical quantities:

- **A'**: If the quantity \( R \) is by nature nonnegative, for example, if it is the square of another quantity \( S \), then \( \text{Exp}(R) \geq 0 \).
- **B'**: If \( R, S, \ldots \) are arbitrary quantities and \( a, b, \ldots \) are real numbers, then \( \text{Exp}(aR + bS + \cdots) = a\text{Exp}(R) + b\text{Exp}(S) + \cdots \).

Von Neumann emphasizes [11, p. 309] that if the quantities \( R, S, \ldots \) are simultaneously measurable, then \( aR + bS + \cdots \) is the ordinary sum, but if they are not simultaneously measurable, then “the sum is characterized...only in an implicit way.” It is at this point that von Neumann mentions the example of energy as the sum of a momentum function and a position function. Clearly, assumption \( B' \) is to be taken as a definition of the quantity \( aR + bS + \cdots \) when the quantities \( R, S, \ldots \) are not simultaneously measurable—that is, as defining a quantity, \( \mathcal{X} \equiv aR + bS + \cdots \), whose expectation value is the sum \( a\text{Exp}(R) + b\text{Exp}(S) + \cdots \) in all statistical ensembles (i.e., for all expectation value functions).

The two remaining assumptions [11, pp. 313–14], \( I \), \( II \), relate physical quantities to Hilbert space operators. It is assumed that each physical quantity of a quantum mechanical system is represented by a hypermaximal Hermitian operator in a Hilbert space and that:

- **I**: If the quantity \( R \) has the operator \( R \), then the quantity \( f(R) \) has the operator \( f(R) \).
- **II**: If the quantities \( R, S, \ldots \) have the operators \( R, S, \ldots \), then the quantity \( R + S + \cdots \) has the operator \( R + S + \cdots \).

On the basis of these assumptions, von Neumann proved that the expectation value function is uniquely defined by a trace function:

\[
\text{Exp}(R) = \text{Tr}(WR) \tag{10.15}
\]

where \( W \) is a Hermitian operator independent of \( R \) that characterizes the ensemble. It follows that there are no dispersion-free ensembles and that there are homogeneous or pure ensembles corresponding to the pure states of quantum mechanics.

Von Neumann’s proof characterizes the convex set of quantum probability distributions.\(^8\) As von Neumann asserts, the existence of dispersion-free or deterministic states is inconsistent with assumption \( II \) for physical quantities that are not simultaneously measurable. For example, if the physical quantities \( R = P^2/2m \) and \( S = V(Q) \) are represented by the noncommuting operators \( R = P^2/2m \) and \( S = V(Q) \), then the physical quantity \( E = R + S = P^2/2m + V(Q) \) representing the energy of the system (whose value in a deterministic state is the sum of the values of \( R \) and \( S \)) could not be represented by the operator \( R + S = P^2/2m + V(Q) \).

In his classic article on hidden variables, Bell characterizes von Neumann’s proof as follows [1, p. 449]:

\(^8\) Gleason’s theorem [4] establishes the same result on the basis of weaker assumptions: in effect, \( II \) is required to hold only for simultaneously measurable quantities.
Thus the formal proof of von Neumann does not justify his informal conclusion: “It is therefore not, as is often assumed, a question of reinterpretation of quantum mechanics—the present system of quantum mechanics would have to be objectively false, in order that another description of the elementary processes than the statistical one be possible.” It was not the objective measurable predictions of quantum mechanics which ruled out hidden variables. It was the arbitrary assumption of a particular (and impossible) relation between the results of incompatible measurements either of which might be made on a given occasion but only one of which can in fact be made.

The “arbitrary assumption of a particular (and impossible) relation” is the assumption that the expectation value of a sum of physical quantities is the sum of the expectation values of the summed quantities, for quantities that are not simultaneously measurable, represented by noncommuting operators, as well as simultaneously measurable quantities represented by commuting operators (i.e., $B'$ together with $II$).

The quotation suggests that von Neumann concluded that “the objective measurable predictions of quantum mechanics”—that is, the quantum statistics—rule out hidden variables. This is misleading. In the comments immediately preceding this quotation, von Neumann writes [11, pp. 324–5]:

> It should be noted that we need not go any further into the mechanism of the “hidden parameters,” since we now know that the established results of quantum mechanics can never be re-derived with their help. In fact, we have even ascertained that it is impossible that the same physical quantities exist with the same function connections (i.e., that I, II hold) if other variables (i.e., “hidden parameters”) should exist in addition to the wave function.

> Nor would it help if there existed other, as yet undiscovered, physical quantities, in addition to those represented by the operators in quantum mechanics, because the relations assumed by quantum mechanics (i.e., I, II) would have to fail already for the by now known quantities, those that we discussed above. It is therefore not, as is often assumed, . . .

> So the sense in which “the present system of quantum mechanics would have to be objectively false” is that the representation of known physical quantities—like energy, position, momentum—in terms of Hermitian operators in Hilbert space would have to fail.

According to Bell and Mermin, von Neumann proved only the impossibility of hidden deterministic states that assign values to a sum of physical quantities, $R + S$, that are the sums of the values assigned to the quantities $R$ and $S$, even when $R$ and $S$ cannot be measured simultaneously. As we saw, von Neumann regarded a sum of physical quantities that cannot be measured simultaneously as implicitly defined by the statistics, and he drew the conclusion that such an implicitly defined physical quantity cannot be represented by the operator sum in a hidden variable theory.

From Kochen and Specker, we learn that a hidden variable theory must be contextual, and from Bell that it must be nonlocal—both features of Bohm’s hidden variable theory. It follows from von Neumann’s argument too that a hidden variable theory must be like Bohm’s theory in the sense that the physical quantities of the theory cannot be identified with the Hilbert space operators representing quantum “observables.” For example, the momentum of a Bohmian particle is the rate of change of position, but the
expectation value of momentum in a quantum ensemble is not derived by averaging over the particle momenta. Rather, the expectation value is derived via a theory of measurement, which yields the trace formula involving the momentum operator if we assume, as a contingent fact, that the probability distribution of hidden variables—particle positions—has reached equilibrium. Bohm [2, p. 387] gives an example of a free particle in a box of length \( L \) with perfectly reflecting walls. Because the wave function is real, the particle is at rest. The kinetic energy of the particle is \( E = \frac{P^2}{2m} = \left( \frac{nh}{L} \right)^2 / 2m \). Bohm asks: How can a particle with high energy be at rest in the empty space of the box? The solution to the puzzle is that a measurement of the particle’s momentum changes the wave function, which plays the role of a guiding field for the particle’s motion, in such a way that the measured momentum values will be \( \pm \frac{nh}{L} \) with equal probability. Bohm comments [2, pp. 386–7, my italics]:

This means that the measurement of an “observable” is not really a measurement of any physical property belonging to the observed system alone. Instead, the value of an “observable” measures only an incompletely predictable and controllable potentiality belonging just as much to the measuring apparatus as to the observed system itself. . . . We conclude then that this measurement of the momentum “observable” leads to the same result as is predicted in the usual interpretation. However, the actual particle momentum existing before the measurement took place is quite different from the numerical value obtained for the momentum “observable,” which, in the usual interpretation, is called the “momentum.”

What of Bell’s counterexample to von Neumann’s proof? Bell [1, p. 448] constructed a hidden variable schema for spin-1/2 systems—that is, for quantum systems whose states are represented on a two-dimensional Hilbert space, in which eigenvalues are assigned to the spins in all directions, given a quantum pure state \( |\psi\rangle \) and a hidden variable. Averaging over the hidden variable yields the quantum statistics for the spins, as defined by the state \( |\psi\rangle \).

One might imagine that von Neumann’s response would have been something like the following:

Your construction is clever, but as a counterexample to my analysis of the hidden variable question it is rather silly. You show that, for a quantum pure state and the value of a hidden variable, definite values can be assigned to spin physical quantities \( S_x, S_z \) equal to the eigenvalues of the noncommuting Hermitian operators \( \sigma_x, \sigma_z \) representing these quantities. There is then an implicitly defined physical quantity in my sense, \( S = S_x + S_z \), whose value is simply the sum of the values of \( S_x \) and \( S_z \) so, trivially, \( \text{Exp}(S) = \text{Exp}(S_x) + \text{Exp}(S_z) \) for all statistical ensembles—that is, for all expectation value functions calculated by taking the deterministic states as extremal (not via the trace formula for the representative operators, which takes the quantum pure states as extremal). In this case, it would seem quite unmotivated to take the sum of the Hermitian operators \( \sigma_x, \sigma_z \), with eigenvalues \( \pm \sqrt{2} \), as representing the physical quantity \( S \). Rather, it would seem necessary to account for the applicability of the trace formula to the Hermitian operator \( \sigma_x + \sigma_z \) in generating the quantum statistics of the physical quantity \( S \), that is, the quantum statistics of the implicitly defined sum of the physical quantities \( S_x \) and \( S_z \) that are not simultaneously measurable—perhaps on the basis of speculations about the role of measurement in generating the quantum statistics.
Here, one imagines, von Neumann sketches a possible account along the lines of Bohm’s theory, and continues:

But then the quantum statistics would be nothing more than an artefact of measurement for physical quantities introduced in some *a priori* way. This hardly makes sense if you understand the physical quantities and their functional relations as abstracted from the measurement statistics, and the quantum theory, including the quantum theory of measurement, as a theory about these physical quantities.

In fact, your counterexample implicitly adopts a position analogous to Lorentz’s objection to Einstein’s special theory of relativity. Lorentz wanted to maintain Euclidean geometry and Newtonian kinematics and explain the anomalous behavior of light in terms of a dynamical theory about how rods contract as they move through the ether. His dynamical theory plays a similar role, in showing how Euclidean geometry can be preserved, as Bohm’s dynamical theory of measurement in explaining how the quantum statistics can be generated in a classical or Boolean theory of probability. My claim is that the quantum statistics precludes “hidden variables” in a similar sense to which special relativity precludes “hidden forces”: they are both inconsistent with the pre-dynamic structure abstracted from measurement. In quantum mechanics, this pre-dynamic structure is given by the Hilbert space representation of physical quantities as Hermitian operators and by the trace formula for expectation values, which I showed follows from certain assumptions about the representation of physical quantities; in special relativity, it is given by Minkowski spacetime.
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CHAPTER 11

Foliable Operational Structures for General Probabilistic Theories

Lucien Hardy

11.1 Preamble

In this chapter, a general mathematical framework for probabilistic theories of operationally understood circuits is laid out. Circuits consist of operations and wires. An operation is one use of an apparatus, and a wire is a diagrammatic device for showing how apertures on the apparatuses are placed next to each other. Mathematical objects are defined in terms of the circuit understood graphically. In particular, we do not think of the circuit as sitting in a background time. Circuits can be foliated by hypersurfaces composed of sets of wires. Systems are defined to be associated with wires. A closable set of operations is defined to be one for which the probability associated with any circuit built from this set is independent both of choices on other circuits and of extra circuitry that may be added to outputs from this circuit. States can be associated with circuit fragments corresponding to preparations. These states evolve on passing through circuit fragments corresponding to transformations. The composition of transformations is treated. A number of theorems are proven, including one that rules out quaternionic quantum theory. The case of locally tomographic theories (where local measurements on a systems components suffice to determine the global state) is considered. For such theories, the probability can be calculated for a circuit from matrices pertaining to the operations that constitute that circuit. Classical probability theory and quantum theory are exhibited as examples in this framework.

11.2 Introduction

Prior to Einstein’s 1905 article [14] laying the foundations of special relativity, it was known that Maxwell’s equations are invariant under the Lorentz transformations. Mathematically, the Lorentz transformations are rather complicated, and it must have been unclear why nature would choose these transformations over the rather more natural-looking Galilean transformations. Further, there was an understanding of the physical reasons for Galilean transformations in terms of boosts and the additive nature of
velocities. We find ourselves in a similar situation today with respect to quantum theory. Regarded as a probabilistic theory, it is much more complicated from a mathematical point of view than the rather natural equations of classical probability theory. And further, we can motivate classical probability by ordinary reasoning by imagining that the probabilities pertain to some underlying mutually exclusive set of possibilities. The situation with respect to the Lorentz transformations was resolved by Einstein when he showed that they follow from two very reasonable postulates: that the laws of physics are the same in all reference frames and that the speed of light in vacuum is independent of the motion of the source. Once we see Einstein’s reconstruction of the Lorentz transformations, we have a sense that we understand why, at a fundamental level, nature prefers these over the mathematically simpler Galilean transformations. We need something similar for quantum theory [16].

The subject of reconstructing quantum theory has seen something of a revival in the last decade [36]. Generally, to reconstruct quantum theory, we write down a set of basic axioms or postulates that are supposed to be well motivated. They should not appear unduly mathematical. Then, we apply these in the context of some framework for physical theories and show that we obtain quantum theory. This framework itself should be well motivated and may even follow from one or more of the given postulates.

The purpose of this chapter is to set up one such framework. This will be a framework for general probabilistic operational theories. There is a large body of literature on this (see Section 11.3). To construct the mathematics of such a framework, we must first specify what we mean by our operational structure. Only then can we add probability. The mathematics associated with the part of this where we add probability has become fairly sophisticated. However, a fairly simple-minded point of view is usually taken with respect to setting up the operational structure on which the whole endeavor is founded. The picture normally adopted is of a system passing sequentially through various boxes representing operations or, more generally, of many systems where, at any given time, each system passes through a box with, possibly, the same box acting on more than one system at once (Figure 11.1). This simple picture is problematic for various reasons. First, there is no reason why the types and number of systems going into a box are equal to the types and number emerging. Second, the notion of system
itself is not fully operational. Third (and most significantly), this circuit is understood as being embedded in a background Newtonian time, and this constitutes structure in addition to a purely graphical interpretation of the diagram (it matters how high on the page the box is placed because this corresponds to the time at which the operation happens).

To deal with these three points, we set up a more general framework where (1) we allow the number and types of systems going into a box to be different from the number and types of systems going out, (2) give an operational definition of the notion of system, and (3) define our temporal concepts entirely in terms of the graphical information in the diagram. This third point gives rise to a natural notion of spacelike hypersurface in such a way that multiple foliations are possible. Hence, we call this a **foliable operational structure**.

It is worth being careful to formulate the operational structure well because such structures form a foundation for general probabilistic theories. Different operational structures can lead to different probabilistic frameworks. Once we have an operational structure, we can introduce probabilities. We then proceed along a fairly clear path introducing the notions of preparation, transformation, measurement, and associating mathematical objects with these that allow probabilities to be calculated. This gives an example of how an operational framework can be a foundation for a general probabilistic theory. The foliable framework presented here is sufficient for the formulation of classical probability theory, quantum theory, and potentially many theories beyond.

However, the foliable operational structure still, necessarily, has a notion of definite causal structure—when a system passes between two boxes that corresponds to a timelike separation (or null in the case of photons). We anticipate that a theory of quantum gravity will be a probabilistic theory with indefinite causal structure. If this is true, then we need a more general framework than the one presented here for quantum gravity. Preliminary ideas along this line have been presented in [24]. In future work, it will be shown how the approach taken in this chapter can be generalized to theories without definite causal structure—that is, nonfoliable theories. First, we must specify a sufficiently general nonfoliable operational structure and then add probabilities (see [26] for an outline of these ideas).

### 11.3 Related Work

The work presented here is a continuation of work initiated by the author in [23] in which a general probabilistic framework, sometimes called the **r-p framework** (because these vectors represent effects and states), was obtained for the purpose of reconstructing quantum theory from some simple postulates. In [24, 25], the author adapted the **r-p** for the purpose of describing a situation with indefinite causal structure to obtain a general probabilistic framework that might be suitable for a theory of quantum gravity. The idea that states should be represented by joint rather than conditional probabilities used in these papers is also adopted here. Preliminary versions of the work presented here can be seen in [26, 27].

In this chapter, we consider arbitrary foliations of circuits. Thus, we take a more spacetime-based approach. There are many other spacetime-based approaches in the
context of a discrete setting in the literature (particularly work on quantum gravity). Sorkin builds a discrete model of spacetime based on causal sets [38]. Work in the consistent (or decoherent) histories tradition [17, 18, 28, 33] takes whole histories as the basic objects of study. A particularly important and influential piece of work is the quantum causal histories approach developed by Markopoulou [32]. In this, completely positive maps are associated with the edges of a graph with Hilbert spaces living on the vertices. Blute, Ivanov, and Panangaden [9] (see also [34]), motivated by Markopoulou’s work, took the dual point of view with systems living on the edges (wires) and completely positive maps on the vertices. The work of Blute et al., although restricted to quantum theory rather than general probabilistic theories, bears much similarity with the present work. In particular, similar notions of foliating circuits are to be found in that paper. Leifer [29] has also done interesting work concerning the evolution of quantum systems on a causal circuit.

Abramsky and Coecke showed how to formulate quantum theory in a category theoretic framework [1] (see also [11]). This leads to a rich and beautiful diagramatic theory in which many essential aspects of quantum theory can be understood in terms of simple manipulations of diagrams. The diagrams can be understood operationally. Ideas from that work are infused into the present approach. Indeed, in category theoretic terms, the diagrams in this work can be understood as symmetric monoidal categories.

The r-p framework in [23] is actually a simple example of a framework for general probability theories going back originally to Mackey [31] and has been worked on (and often rediscovered) by many others since including Ludwig [30], Davies and Lewis [13], Araki [2], Gudder et al. [21], and Foulis and Randall [15].

Barrett elaborated on r-p framework in [8]. He makes two assumptions: that local operations commute and that local tomography is possible (whereby the state of a composite system can be determined by local measurements). In this chapter, we do not make either assumption. The first assumption, in any case, would have no content because we are interested in the graphical information in a circuit diagram and interchanging the relative height of operations does not change the graph. Under these assumptions, Barrett showed that composite systems can be associated with a tensor product structure. We recover this here for the special case when we have local tomography, but the more general case is also studied. In his article, Barrett shows that some properties that are thought to be specific to quantum theory are actually properties of any nonclassical probability theory.

More examples of this nature are discussed in various papers by Barrett, Barnum, Leifer, and Wilce in [3–5] and in [6, 7], the general probability framework is further developed.

The assumption of local tomography is equivalent to the assumption that $K_{ab} = K_a K_b$, where $K_{ab}$ is the number of probabilities needed to specify the state of the composite system $ab$ and $K_a$ ($K_b$) is the number needed to describe system $a$ ($b$) alone (this is the content of Theorem 5 herein). Theories having this property were investigated by Wootters [39] (see also [40]) in 1990, who showed that they are consistent with the relation $K_a = N_a^{1/2}$, where $N_a$ is the number of states that can be distinguished in a single-shot measurement (this was used in [23] as part of the axiomatic structure).
In 1994, Popescu and Rohrlich [37] exhibited correlations that maximally violate Bell’s inequality but do not permit signalling. These correlations are more nonlocal than quantum correlations. Barrett asked which principles would be required to restrict such no-signalling correlations to the quantum limit [8]. Pawlowski et al. [35] have shown that the Popescu–Rohrlich correlations (and, indeed, any correlations more nonlocal than quantum theory) violate a natural principle they call the information causality principle. And Gross et al. [20] have shown, as speculated by Barrett [8], that the dynamics in any theory allowing Popescu–Rohrlich correlations are trivial.

Another line of work in this type of framework has been initiated by D’Ariano in [12], who has a set of axioms from which he obtains quantum theory. A recent report by Chiribella, D’Ariano, and Perinotti [10] set up a general probabilistic framework also having the local tomography property. Like Abramsky, Coecke, and co-workers, Chiribella et al. develop a diagrammatic notation with which calculations can be performed. They show that theories having the property that every mixed state has a purification have many properties in common with quantum theory.

There have been many attempts at reconstructing quantum theory, not all in the probabilistic framework of the sort considered in the preceding works. A recent conference on the general problem of reconstructing quantum theory can be seen at [36].

11.4 Essential Concepts

11.4.1 Operations and Circuits

The basic building block will be an operation. An operation is one use of an apparatus. An operation has inputs and outputs, and it also has settings and outcomes (Figure 11.2). The inputs and outputs are apertures through we imagine a system can pass. Each input or output can be open or closed. For example, we may close an output by blocking the aperture (we will explain the significance of this later). The settings can be adjusted by knobs. The outcomes may be read off a meter or digital display or correspond to a detector clicking or lights flashing, for example. It is possible that there is no outcome readout on the apparatus, in which case we can simply say that the set of possible outcomes has only one member. The same apparatus may be used multiple times in a given experiment. Each separate use constitutes an operation.

Each input or output is of a given type. We can think of the type as being associated with the type of system that we imagine passes through. The type associated with an
electron is different from that associated with a photon. However, from an operational point of view, talk of electrons or photons is a linguistic shortcut for certain operational procedures. We might better say that the type corresponds to the nature and intended use of the aperture. Operations can be connected by wires between outputs and inputs of the same type. These wires do not represent actual wires but rather are a diagrammatic device to show how the apertures on the operations are placed next to one another; this is something an experimentalist would be aware of and so constitutes part of the operational structure. If we actually have a wire (e.g., an optical fiber), this wire should be thought of as an operation itself and be represented by a box rather than a wire. Likewise, passage through a vacuum also should be thought of as an operation. The wires show how the experiment is assembled. Often, a piece of self-assembly furniture (from Ikea, e.g.) comes with a diagram showing an exploded view with lines connecting the places on the different parts of the furniture that should be connected. The wires in our diagrams are similar in some respects to the lines in these diagrams (although an experiment is something that changes in time, so the wires represent connections that may be transient, whereas the connections in a piece of furniture are static).

There is nothing to stop us from trying to match an electron output with a photon input or even a small rock output with an atom input (this would amount to firing small rocks at an aperture intended for individual atoms). However, this would fall outside the intended use of the apparatus, so we would not expect our theory to be applicable (and the apparatuses may even get damaged).

We often refer to tracing forward through a circuit. By tracing forward, we mean following a path through the circuit from the output of one operation, along the wire attached, to the input of another operation and then from an output of that operation, along the wire attached, to the input of another operation, and so on. Such paths are analogous to future-directed time-like trajectories in spacetime physics.

We require that there can be no closed loops as we trace forward (i.e., that we cannot get back to the same operation by tracing forward). This is a natural requirement given that an operation corresponds to a single use of an apparatus (as long as there are no backward-in-time influences). It is this requirement of no closed loops that will enable us to foliate.

In the case that we have a bunch of operations wired together with no open inputs or outputs left over, then we will say we have a circuit (we allow circuits to consist of disconnected parts). An example of a circuit is shown in Figure 11.3.

As mentioned, we assume that any input or output can be closed. This means that if we have a circuit fragment with open inputs and outputs left over, we can simply close them to create a circuit. This is useful because the mathematical machinery that we will set up starts with circuits. Closing an output can be thought of as simply blocking it off. The usefulness of the notion of closing an output relates to the possibility of having no influences from the future. This is discussed in Section 11.4.3. Closing an input can be thought of as sending in a system corresponding to the type of input in some fiducial state. We do not make particular use of the notion of closing an input (beyond that it allows us to get circuits from circuit fragments), and so we need not be more specific than this. We could set up the mathematical machinery in this chapter without assuming that we can close inputs and outputs without much more effort, but the present approach has certain pedagogical advantages.
11.4.2 Time in a Circuit

We do not think of time as something in the background but rather define it in terms of the circuit itself. We take the attitude that two circuits having the same circuit diagram (in the graphical sense) are equivalent. Hence, there is no physical meaning to sliding operations along wires with respect to some background time. This is a natural attitude given the interpretation of wires as showing how apertures are placed next to each other rather than as actual wires.

We define a synchronous set of wires to be any set of wires for which there does not exist a path from one wire to another in the set if we trace forward along wires from output to input. See Figure 11.4 for examples.

We call a synchronous set of wires a hypersurface, $H$, if it partitions the circuit into two parts, $\gamma_H^-$ and $\gamma_H^+$, that are not connected other than by wires in the hypersurface. Each of the wires in the hypersurface has an end connected to an output (the “past”) and
an end connected to an input (the “future”). $\gamma_H^-$ is the part of the circuit to the “past” and $\gamma_H^+$ is the part of the circuit to the “future” of the hypersurface. A *hypersurface*, as defined here, is the circuit analogue of a spacelike hypersurface in spacetime physics.

We say two hypersurfaces are distinct if at least some of the wires are different. We say that hypersurface $H_2$ is after hypersurface $H_1$ if the intersection of the past of $H_1$ (this is $\gamma_{\neg H_1}$) and the future of $H_2$ (this is $\gamma_{\neg H_2}$) has no operations in common. If we can get from every wire in $H_2$ by tracing forward from a wire in $H_1$, then $H_2$ is after $H_1$ (there are, however, examples of $H_2$ after $H_1$ that are not like this).

A *foliation* is an ordered set of hypersurfaces $\{H_t\}$ such that $H_{t+1}$ is after $H_t$. A *complete foliation* is a foliation that includes every wire in the circuit. It is easy to prove that complete foliations exist for every circuit. Define an *initial wire* to be one connected to an output of an operation having no open inputs. Take the set of all initial wires (this cannot be the null set as long as we have at least one connecting wire in this circuit). These wires form a hypersurface $H_1$. Consider the set of operations for which these wires form inputs. According to the wiring constraints, there can be no closed loops, so there must exist at least one operation in this set that has no inputs from wires connected to outputs of other operations in this set. Substitute the wires coming out of one such operation for the wires going into the operation in $H_1$ to form a new spacelike hypersurface $H_2$ (this is after $H_1$). This can be repeated until all wires have been included, forming a complete foliation. This proves that complete foliations always exist. There can, of course, exist other complete foliations that are not obtainable by this technique.

Although we do not use a notion of a background time to time-order our operations, it is the case that these foliable structures are consistent with a Newtonian notion of an absolute background time. Simply choose one complete foliation and take that as corresponding to our Newtonian time. They are, however, more naturally consistent with relativistic ideas because, for a general circuit, there exist multiple foliations.

### 11.4.3 Probability

Now we are in a position to introduce probability into the picture. Probability is a deeply problematic notion from a philosophical point of view [19]. There are various competing interpretations. All of these interpretations attempt to account for the empirical fact that, in the long run, relative frequencies are stable—that if you toss a coin a million times and get 40% heads, then if you toss the same coin a million times again, you will get 40% heads again (more or less). It is not the purpose of this chapter to solve the interpretational problems of probability, and so we adopt the point of view that probability is a limiting relative frequency. This gives us the basic mathematical properties of probability:

1. Probabilities are nonnegative.
2. Probabilities sum to 1 over a complete set of mutually exclusive events.
3. Bayes rule, $\text{Prob}(A \& B) = \text{Prob}(A|B)\text{Prob}(B)$, applies.

We could equally adopt any other interpretation of probability that gives us these mathematical properties and set up the same theoretical framework.
The two defining properties of closable sets of operations

Figure 11.5. A set of operations is closable if any circuit built from it has a probability associated with it depending only on that circuit and if that probability is independent of any extra circuitry.

Typically, an experimentalist will have available to him some set of operations, $O$, he can use to build circuits. On each operation in the circuit are various possible settings (among which the experimentalist can choose) and various outcomes, one of which will happen. We say the circuit is setting specified if each operation is given. We say the circuit is setting-outcome specified if the setting and outcome on each operation are specified. A setting-outcome–specified circuit corresponds to what happens in single run of the experiment. We define the following:

**Definition. Closable sets of operations.** A set of operations, $O$, is said to be closable if, for every setting-outcome–specified circuit that can be built from $O$,

(i) there is a probability depending only on the particulars of this circuit that is independent of choices made elsewhere; and

(ii) if we open closed outputs on this circuit and add on extra circuitry, then the probability associated with the original bit of setting-outcome specified circuitry (ignoring outcomes associated with the extra bit) is unchanged for any such extra circuitry we can add (Figure 11.5).

Part (i) of this definition concerns choices made elsewhere. These could be choices of settings on operations in other circuits (disjoint from this one), choices of what circuits to build elsewhere, or choices not even having to do with circuits built from the given set of operations. We might also have said that the probability associated with a setting-outcome–specified circuit is independent of the outcomes seen in other circuits. This is a natural assumption because otherwise the probability attached to a particular circuit could be different if we restrict our attention to the case where we had seen some particular outcomes on other circuits. In the case in which (i) and (ii) hold and also the probability is independent of the outcomes in other circuits, we say the set of operations is *fully closable*. It turns out we can go a very long way without assuming this. Further, we prove that in Section 11.7.6 that if a very natural condition holds, then closable sets are, in any case, fully closable.

Part (ii) imposes a kind of closure from the future; that is, that choices on operations connected only to a part of a circuit by outgoing wires (or even choices of what circuitry
to place after outgoing wires) do not affect the probabilities for this circuit part. This could almost be regarded as a definition of what we mean by wires going from output to input. We do not regard it as a definition, however, because it corresponds to a rather global property of circuits rather than a property specific to a given wire.

It is interesting to consider examples of sets of operations that are not closable. Imagine, for example, that among his operations, an experimentalist has an apparatus that he specifies as implementing an operation on two qubits; but, actually, it implements an operation on three qubits, and there is an extra input aperture of which he is unaware. If he builds a circuit using this gate, then an adversary can send a qubit into the extra input, which will affect the probability for the circuit. Thus, the probability would depend on a choice made elsewhere. In this case, we could fix the situation by properly specifying the operation to include the extra input. The notion of closability is important because it ensures that the experimentalist has full control of his apparatuses. It is possible, at least in principle, that a set of operations cannot be closed by discovering extra apertures. By restricting ourselves to physical theories that admit closability, we are considering a subset of all possible theories (although a rather important one).

### 11.4.4 Can No Signalling Be an Axiom?

Many authors have promoted no signalling as an axiom for quantum theory. It may appear that part (ii) of the definition of closability sneaks in a no-signalling assumption here. In fact, this is not the case. Indeed, a no-signalling axiom would actually have limited content in this circuit framework. Consider the circuit shown in Figure 11.6(a). A no-signalling axiom would assert that a choice at one end, $B$ say, cannot affect the probability of outcomes at the other end, $A$. However, this is actually implied by part (ii) because $B$ is connected to the $AC$ part of the circuit by an outgoing wire. Hence, it looks like we are assuming no signalling. However, this is not an assumption for the framework but only a consequence of asserting that the correct circuit is the one in Figure 11.6(a). Imagine that there actually was signalling such that probabilities for the $AC$ part of the circuit depended on a choice at $B$ and then, under the assumption that the operations are drawn from a closable set, it is clear that the situation cannot be described by Figure 11.6(a). Rather, the situation would have to be that shown in Figure 11.6(b), where there is an extra wire going from $B$ to $A$ (or something like this but with more structure). This framework is perfectly capable of accommodating both signalling and no-signalling situations by appropriate circuits and, consequently, we are not sneaking in a no-signalling assumption.

This reasoning leads us to question whether a no-signalling axiom could do any work at all. Indeed, it is often unappreciated in such axiomatic discussions that the usual framework of quantum theory does allow signalling. One can write down nonlocal Hamiltonians that will, for example, entangle product states. Of course, in quantum field theory, one incorporates a no-signalling property by demanding that field operators for spacelike separated regions commute so that such nonlocal Hamiltonians are ruled out. However, this is an example where we have a given background. In general, a no-signalling axiom with respect to some particular given background would restrict the type of circuits we allow. For example, the circuit in Figure 11.6(b) would not be allowed unless $A$ was in the future light cone of $B$. In quantum field theory, we have an
Figure 11.6. If there is no signalling between $A$ and $B$, then the correct circuit is that shown in (a). However, if there is signalling from $B$ to $A$, then (a) could not be the correct circuit. Instead, the correct circuit would have to be something like that shown in (b). The framework is perfectly capable of incorporating signalling. Hence, the assumption of no signalling is not an assumption of the framework but rather corresponds to asserting that the correct circuit for the given no-signalling situation is the one in (a).

example where a no-signalling axiom with respect to a Minkowski background restricts the types of unitary evolution and measurement that are allowed. However, it is often claimed that the abstract Hilbert space framework itself (which makes no mention of Minkowski spacetime) can be derived using no signalling as one of the axioms. It is this more ambitious claim we question. In fact, we will see that we can define this abstract framework of quantum theory for any circuit (as long as there are no closed loops), including no-signalling and signalling situations, as in Figure 11.6(a) and (b). Hence, a no-signalling axiom clearly cannot be regarded as a constraint on this abstract framework.

This criticism of the usefulness of no signalling as an axiom does not apply to a recently proposed generalization of this principle in an extraordinary article by Pawlowski et al.\[35\]. They introduced the information causality principle. It was shown that this compelling principle limits violations of the Bell inequality to the quantum limit. Imagine that Alice receives $n$ classical bits of information. She communicates $m$ classical bits to Bob. Bob is expected to reveal the value of one of the $n$ classical bits, although neither Alice nor Bob know which one this will be in advance. The information causality principle is that Alice and Bob can be successful only when $n$ is less than or equal to $m$. For $m = 0$, this is the no-signalling assumption we have criticized. The information causality principle can be read as implying that if the task cannot be achieved for $m = 0$, then it cannot be achieved for any other value of $m$. This principle would be useful in prescribing what is possible in the framework described in this chapter. Consider two fragments of a circuit that cannot be connected by tracing forward (these fragments are analogous to spacelike separated regions). The information causality principle implies that there is no way of accomplishing this task for any $m$ with $n > m$ between these two circuit fragments. That we cannot do this for $m = 0$ is already implied (assuming that we have the correct circuit).

Although a simple no-signalling “across space” principle is of limited use for the aforementioned reasons, we do employ what might be regarded as a no-signalling backward-in-time principle because we do not allow closed loops in a circuit.
11.4.5 Systems and Composite Systems

We wish to give an operational definition of what we mean by the notion of a system. We may find that whenever we press a button on one box, a light goes on on another box. We can interpret this in terms of a system passing between the two boxes. We find this happens only when we place the boxes in a certain arrangement with respect to one another (which we think of as aligning apertures). Given this, we clearly want to associate systems with wires. Hence, we adopt the following definition:

**Definition.** A system of type \( abc \ldots \) is, by definition, associated with any set of synchronous wires of type \( a, b, c, \ldots \) in any circuit formed from a closable set of operations.

We may refer to a system type corresponding to more than one wire by a single letter. Thus, we may denote the system type \( abc \) by \( d \).

The usefulness of the notion of closable sets of operations is that it leads to wires being associated with the sort of correlation we expect for systems, given our usual intuitions about what systems are. Nevertheless, our definition of system is entirely operational because wires are defined operationally.

It is common to speak of composite systems. We define a composite system as follows:

**Definition.** A composite system, \( AB \), is associated with any two systems (each associated with disjoint sets of wires) if the union of the sets of wires associated with system \( A \) and system \( B \) forms a synchronous set.

This definition generalizes in the obvious way for more than two systems. A system of type \( aabc \) can be regarded as a composite of systems of type \( aa \) and \( bc \); or a composite of systems of type \( aac \) and \( b \); or a composite of systems of type \( ac, a \) and \( b \)—to list just a few possibilities. Systems associated with a single wire cannot be regarded as composite.

A hypersurface consists of synchronous wires and so can be associated with a system (or composite system). A complete foliation can therefore be associated with the evolution of a system through the circuit (although the system type can change after each step). This evolution can also be viewed as the evolution of a composite system.

11.5 Preparations, Transformations, and Effects

11.5.1 Circuit Fragments

We can divide up a circuit into fragments corresponding to preparations, transformations, and effects as shown in Figure 11.7. By the term circuit fragment, we mean a part of a circuit (i.e., a subset of the operations in the circuit along with the wires connecting them) having inputs coming from a synchronous set of wires and outputs going into a synchronous set of wires. We allow lone wires in a circuit fragment (i.e., wires not connected to any operations in the fragment). An example of a lone wire is seen in the circuit fragment in the rectangle on the left in Figure 11.7. The lone wire
Figure 11.7. A circuit fragment is a part of the circuit having inputs wires in a synchronous set and output wires also in a synchronous set. A circuit can be divided up many ways into circuit fragments corresponding to preparations (no open inputs), transformations, and effects (no open outputs).

corresponds to the identity transformation on that system and contributes an input and output to the circuit fragment. Generally, we take the term circuit fragment to imply that the settings and outcomes at each operation associated with these circuit fragments have been specified. A circuit fragment is, essentially, an operation at a course-grained level. Preparations correspond to a circuit fragment having outputs but no open inputs. Transformations have inputs and outputs. Effects have inputs but no open outputs. Note that preparations and effects are special cases of transformations.

11.5.2 States

A preparation prepares a system. For a given type of system, there will be many possible preparations. We will label them with $\alpha$. This label tells us which circuit fragment is being used to accomplish the preparation (including the specification of the knob settings and outcomes on each operation). Associated with each preparation for a system of type $a$ will be a state (labeled by $\alpha \in \text{Prep}_a$). We can build a circuit having this preparation by adding an effect for a system of type $a$. There are many possible effects labeled by $\beta \in \text{Eff}_a$. The label $\beta$ tells us which circuit fragment is used to accomplish the effect along with the knob settings and outcomes at each operation. Associated with the circuit is a probability $p^{\alpha\beta}$. We define the state associated with preparation $\alpha$ to be that thing represented by any mathematical object that can be used to calculate $p^{\alpha\beta}$ for all $\beta$. We could represent the state by the long list

$$P^{\alpha}_a = \begin{pmatrix} p^{\alpha\beta} \\ \vdots \\ \vdots \end{pmatrix} \quad \beta \in \text{Eff}_a. \quad (11.1)$$
However, in general, physical theories relate physical quantities. Hence, it is necessary only to list a subset of these quantities where the remaining quantities can be calculated by the equations of the physical theory. We call the forming of this subset of quantities physical compression. In the current case, we expect the probabilities in this list to be related. We consider the maximum amount of physical compression that is possible by linear means. Thus, we write the state as

$$p_a^\alpha = \left( \begin{array}{c} \vdots \\ p_{\alpha \beta} \\ \vdots \end{array} \right) \quad \beta \in \Omega_a \subseteq \text{Eff}_a,$$

(11.2)

where there exist vectors $r_a^\alpha$ such that

$$p_{\alpha \beta} = r_a^\beta \cdot p_a^\alpha \quad \text{for all} \quad \alpha \in \text{Prep}_a, \quad \beta \in \text{Eff}_b.$$  

(11.3)

We call the set $\Omega_a$ the fiducial set of effects for a system of type $a$. The choice of fiducial set need not be unique; we simply make one choice and stay with it. Because we have applied as much linear physical compression as possible, $|\Omega_a|$ is the minimum number of probabilities required to calculate all the other probabilities by linear equations. The vectors $r_a^\beta$ are associated with effects on a system of type $a$. For the fiducial effects, they consist of a 1 in the $\beta$ position and 0’s elsewhere.

An important subtlety here is that we define states in terms of joint rather than conditional probabilities. This makes more sense for the circuit model because, generally, we want to calculate a probability for a circuit. If we want to calculate conditional probabilities, we can use Bayes’s rule in the standard way.

### 11.5.3 Transformations

Now, consider a preparation $\alpha$ that prepares a system of type $a$ in state $p_a^\alpha$ followed by a transformation $\beta$ that outputs a system of type $b$. We can regard the preparation and transformation, taken together, as a new preparation $\alpha\beta$ for a system of type $b$ with state $p_b^{\alpha\beta}$. Now, follow this by a fiducial effect $\gamma \in \Omega_b$. The probability for the circuit $\alpha\beta\gamma$ can be written

$$p_{\alpha\beta\gamma} = r_b^\gamma \cdot p_b^{\alpha\beta} = r_a^{\beta\gamma} \cdot p_a^\alpha,$$

(11.4)

where $r_a^{\beta\gamma}$ is the effect vector associated with the measurement consisting of the transformation $\beta$ followed by the effect $\gamma$. Given the special form of the fiducial effect vectors, it follows that the state transforms as

$$p_b^{\alpha\beta} = bZ_a^\beta p_a^\alpha,$$

(11.5)

where $bZ_a^\beta$ is a $|\Omega_b| \times |\Omega_a|$ matrix such that its $\beta$ row is given by the components of the effect vectors $r_a^{\beta\gamma}$. We use a subscript, $a$, for the inputted system type and a pre-superscript, $b$, for the outputted system type. Hence, a general transformation is given by a matrix acting on the state. If the matrix transforms from one type of system to another type of system with a different number of fiducial effects, then it will be rectangular.
The general equation for calculating probabilities is

$$p_{\alpha \beta \gamma} = (r^\gamma_b)^T b Z^\beta_a p^\alpha_a,$$  \hspace{1cm} (11.6)

where $T$ denotes transpose. If we have more than one transformation, then, by a clear extrapolation of this reasoning, we can write

$$p_{\alpha \beta \gamma \delta} = (r^\delta_c)^T c Z^\gamma_b Z^\beta_a p^\alpha_a,$$  \hspace{1cm} (11.7)

and so on. Now, because the $Z$ matrices can be rectangular, we can think of $p^\alpha_a$ and $(r^\gamma_b)^T$ as instances of a transformation matrix. The state $p^\alpha_a$ can be thought of as corresponding to the transformation that turns a null system (no system at all) into a system outputted by this preparation, and we can change our notation to $^a Z^\alpha$ instead (a column vector being a special case of a rectangular matrix). Likewise, we can change our notation for the row vector $(r^\gamma_b)^T$ to $Z^\gamma_b$ (a row vector being a special case of a rectangular matrix). Then, we can write

$$p_{\alpha \beta \gamma \delta} = Z^\delta_c Z^\gamma_b Z^\beta_a Z^\alpha_a.$$  \hspace{1cm} (11.8)

The agreement of output and input system types is clear (by matching pre-superscript with subscripts between the $Z$’s).

The label $\alpha$ labels the circuit fragment along with the knob settings and the outcomes. Sometimes it is useful to break these up into separate labels. Thus, we write

$$\alpha \equiv (F, \varphi, l),$$  \hspace{1cm} (11.9)

where $F$ denotes the circuit fragment before the settings and outcomes are specified, $\varphi$ denotes the settings on the operations, and $l$ denotes the outcomes. In particular, this means that we can notate the effects associated with the different outcomes of a measurement as $\alpha_i = (F, \varphi, l_i)$.

Let $L$ be the set of possible outcomes $l_i$ for a given measurement (with fixed $F$ and $\varphi$). We can subdivide the set $L$ into disjoint sets $L_k$ where $\cup_k L_k = L$. We could choose to be ignorant of the actual outcome $l_i$ and rather record only which set $L_k$ to which it belongs. In this case, the transformation effected can be denoted $\alpha_k$. Because we have used linear compression, we must have

$$b Z^\alpha_k = \sum_{i \in l_k} b Z^\alpha_i,$$  \hspace{1cm} (11.10)

where $l_i$ is the set of $i$’s corresponding to the $l_i$’s in $L_k$. Because we can always choose to be ignorant in this way, we must include such transformations in the set of allowed transformations.

The matrices corresponding to the set of allowed transformations must be such that when closed expressions such as Equation (11.8) are calculated, they always give probabilities between 0 and 1. This is an important constraint on this framework.

### 11.5.4 The Identity Transformation

One transformation we can consider is one in which we do nothing. The wires coming in are the same as the wires coming out and no operation has intervened. We will
denote this transformation by 0. Then, we have, for example,

\[ aZ^0_a. \]  

(11.11)

This is a \(|\Omega_a| \times |\Omega_a|\) matrix and must be equal to the identity because as long as it is type matched, it can be inserted as many times as we like into any expression where nontrivial transformations act also.

### 11.5.5 The Trace Measurement

One effect we can perform on a preparation \( \alpha \) is to close all outputs. This forms a circuit and, hence, there is an associated probability, \( p^{a-} \) (where \( - \) denotes that the outputs have been closed). This is an effect; hence, we must have

\[ p^{a-} = r_{a}^{} \cdot \mathbf{p}_a^\alpha, \]

(11.12)

where the vector \( r_{a}^{} \) corresponds to this effect. We call this the trace measurement (terminology borrowed from quantum theory where this effect corresponds to taking the trace of the density matrix). It follows from part (ii) of the condition for a closable set of operations that this is the probability associated with the preparation part of the circuit even if the outputs are open and more circuitry is added.

In the case that \( r_{a}^{} \cdot \mathbf{p}_a^\alpha = 1 \), we say that the state is of norm one. In general, we do not expect states to be of norm one because they consist of joint rather than conditional probabilities; hence, we require only that \( 0 \leq r_{a}^{} \cdot \mathbf{p}_a^\alpha \leq 1 \).

We can normalize a state by dividing by \( r_{a}^{} \cdot \mathbf{p}_a^\alpha \). We denote the normalized state by

\[ \mathbf{p}_a^\alpha \equiv \frac{\mathbf{p}_a^\alpha}{r_{a}^{} \cdot \mathbf{p}_a^\alpha}. \]

(11.13)

We cannot guarantee that \( \mathbf{p}_a^\alpha \) belongs to the set of allowed states (i.e., that there exists a state for which \( \mathbf{p}_a^\alpha = \mathbf{p}_a^\alpha \)) because preparations for all states parallel to \( \mathbf{p}_a^\alpha \) may be intrinsically probabilistic.

### 11.6 Mixtures

#### 11.6.1 Forming Mixtures

Imagine that we have a box with a light on it that can flash and an aperture out of which a system of type \( a \) can emerge. With probability \( \lambda_i \), we place preparation \( \alpha_i \) in the box such that the system (which we take to be of type \( a \)) will emerge out of the aperture and such that the light will flash if the outcomes corresponding to this preparation are seen. The state prepared for this one \( i \) is \( \lambda_i \mathbf{p}_a^\alpha \). If \( \lambda_i = 0 \), then the state prepared is the null state \( \mathbf{0}_a \), which has all 0's as entries. If we use this box for a set \( \alpha_i \) with \( i \in I \) such that \( \sum_{i \in I} \lambda_i \leq 1 \), then the state prepared is

\[ \sum_{i \in I} \lambda_i \mathbf{p}_a^\alpha_i. \]

(11.14)

This is a linear sum of terms because we have linear compression. This process of using a box may be beyond the experimental capacities of a given experimentalist. It
certainly takes us outside the circuit model as previously described. However, we can always consider taking mixtures like this at a mathematical level.

A technique that can be described in the circuit model is the following. Consider placing a single preparation circuit into the box described herein, where \( \alpha_j = (F, \varphi, l_j) \) and where \( l_j \) labels the outcomes. We can arrange things so that the light flashes only if \( j \in J \) (where \( J \) is some subset of the \( j \)’s). The state is then given by

\[
\sum_{j \in J} p_{\alpha_j}.
\] (11.15)

This technique does not require having a coin to generate probabilities \( \lambda_i \), and neither does it require the placing of different circuit fragments into a box depending on the outcome of the coin toss.

The most general thing we can do is a mixture of these two techniques. With probability \( \lambda_i \), we place a circuit \( F_i \) with settings \( \varphi_i \) and outcomes \( l_{ij} \) in the box for \( i \in I \) and \( j \in J_i \). The state we obtain is

\[
\sum_{i \in I, j \in J_i} \lambda_i p_{\alpha_{ij}}. \tag{11.16}
\]

We can absorb the \( \lambda \)'s into the \( p \)'s and relabel so we obtain that a general mixture is given by

\[
p^\alpha = \sum_i p_{\alpha_i}. \tag{11.17}
\]

We have the constraints that \( r^- \cdot p_{\alpha_i} \geq 0 \) and \( \sum_i r^- \cdot p_{\alpha_i} \leq 1 \).

Note that if we write \( p_{\alpha_i} = \mu_i \bar{p}_{\alpha_i} \) where \( \bar{p}_{\alpha_i} \) is normalized and include an extra state \( p_0 \equiv 0 \) (the null state), then we have

\[
p^\alpha = \sum_i \mu_i \bar{p}_{\alpha_i} \quad \text{where} \quad \mu_i \geq 0, \quad \sum_i \mu_i = 1. \tag{11.18}
\]

where the sum now includes the null state. Hence, we can interpret a general mixture as a convex combination of normalized states and the null state.

### 11.6.2 Homogeneous, Pure, Mixed, and Extremal States

If two states are parallel, then they give rise to the same statistics up to an overall weighting, and if we condition on the preparation, then they have exactly the same statistics. We define a homogeneous state as one that can be written as a sum of parallel states. Thus, \( p^\alpha \) is homogeneous if, for any sum,

\[
p^\alpha = \sum_{i \in I} p_{\alpha_i}, \tag{11.19}
\]

we have \( p_{\alpha_i}^{\alpha_i} = \eta_{ii} p_{\alpha_i}^{\alpha_i'} \) for all \( i, i' \in I \). A state that is not homogeneous (i.e., which can be written as a sum of at least two nonparallel states) is called a heterogeneous state.

Given a particular homogeneous state, there will, in general, be many others that are parallel to it but of different lengths. We call the longest among these a pure state.
A mixed state is defined to be any state that can be simulated by a probabilistic mixture of distinct states in the form \( \sum_j \lambda_j p^α_j \), where \( \lambda_j \geq 0 \) and \( \sum_j \lambda_j = 1 \). A pure state is not a mixture (because the \( p^α_j \)'s would have to be parallel to the given pure state and, therefore, given the \( \sum_j \lambda_j = 1 \) condition, equal to the given pure state). Homogeneous states that are not pure are mixtures. Extremal states are defined to be states that are not mixtures. Pure states are extremal. The null state is also extremal. If all pure states have norm equal to one (i.e., \( r_α^{-1} \cdot p^α_a = 1 \)), then there are no more extremal states beyond the pure states and null state. However, if some pure states have \( r_α^{-1} \cdot p^α_a < 1 \), then there may be additional extremal states.

Usually, treatments of convex sets of states do not make these distinctions. More care is necessitated here because states are based on joint rather than conditional probabilities.

Any state, extremal or mixed, can be written as the sum of homogeneous states. This means that there must exist at least one set of \(|Ω_a|\) linearly independent homogeneous states, all of which can be pure. There cannot exist sets with more linearly independent states than this.

11.6.3 Optimality of Linear Compression

We state the following theorem:

**Theorem 1.** If we allow arbitrary mixtures of preparations, then (1) linear compression is optimal, and (2) optimal compression is necessarily linear.

The first point follows because there must exist \(|Ω_a|\) linearly independent states (otherwise, we could have implemented further linear compression). We can take an arbitrary mixture with \( \sum_i \lambda_i \leq 1 \); then, these \( \lambda \)'s are all independent and, hence, we need \(|Ω_a|\) parameters and the compression is optimal. To prove the second point, consider representing the state by a list of \(|Ω_a|\) probabilities \( p^α_{α'} \) with \( α' ∈ Ω'_a \), where we do not demand that a general probability is given by a linear function of these probabilities. Represent this list by the vector \( q^α_a \). Now,

\[
p^α_{α'} = r_α^{α'} \cdot p^α_a \quad \text{for all} \quad α' ∈ Ω'_a.
\]

Hence, \( q^α_a = C p^α_a \), where \( C \) is a square matrix with real entries. \( C \) must be invertible; otherwise, we could specify \( q^α_a \) with fewer than \(|Ω_a|\) probabilities. Hence,

\[
p^α_β = r_α^β \cdot C^{-1} p^α_a,
\]

for a general \( β \). Hence, the probability is linear in \( q^α_a \) and so the compression is linear.

11.7 Composition

11.7.1 Preliminaries and Notation

As we discussed, systems associated with more than one wire can be thought of as composite. The \( p, r, Z \) framework just discussed can be enriched by adapting it to deal separately with the components of composite systems (rather than regarding all
of the wires at each time step as constituting a single system). The advantage of this is that we can break up the calculation into smaller parts and thereby define a theory by associating matrices to smaller transformations. Ultimately, we would like to have a matrix associated with each operation in the set of allowed operations that can be used to calculate the probability for any circuit. A transformation is now associated with a matrix such as

$$\begin{align*}
\text{bacd}Z^\alpha_{acb}
\end{align*}$$

(11.22)

This transformation inputs a system of type $acb$ and outputs a system of type $bacd$. The label $\alpha$ denotes the circuit fragment used to do this, including the knob settings and the outputs at each operation in the fragment. The ordering of the symbols representing the system (e.g., $bacd$) is significant in that it is preserved between transformations to indicate how the wires are connected. Thus, the matrix for a transformation consisting of two successive transformations is written

$$\begin{align*}
dZ^\beta_{bacd} \text{bacd}Z^\alpha_{acb}
\end{align*}$$

(11.23)

The system types in between the two transformations must match (as in this example) because we employ the convention that the wires are in the same order from the output of one transformation to the input of the next. We can allow that the symbols for the systems (e.g., $c$) actually correspond to composite systems (so that they correspond to a cluster of wires). For example, it might be that $c = aabb$. Some transformations consist of disjoint circuit fragments, and it is useful to have notations for these. We write

$$\begin{align*}
(b)(ac)(−)Z_{(a)(c)(b)}^{(α)(β)(γ)}
\end{align*}$$

(11.24)

to indicate that the transformation consists of three disjoint parts: one transforming from system type $a$ to $b$ and labeled by $\alpha$, one transforming from $c$ to $ac$ and labeled by $\beta$, and one that inputs $b$ and has no open outputs (which we denote by $−$ when necessary for disambiguation) and labeled by $γ$. If it is clear from the context, we will sometimes use the less cumbersome notation

$$\begin{align*}
cdZ^\alpha_{ab} = (c)(d)Z_{(a)(b)}^{(α)(β)}
\end{align*}$$

(11.25)

We may sometimes want to depart from the convention that the wires are in the same order from one transformation to the next, in which case we label the wires (and wire clusters, as appropriate) using integers $1, 2, \ldots$ as follows:

$$\begin{align*}
(b)s(ac)s(d)Z_{(a)(c)(b)}^{(α)(β)(γ)}
\end{align*}$$

(11.26)

In this example, wire 6 is an output wire of type $a$. We can then rewrite Equation (11.23) as

$$\begin{align*}
(d)sZ_{(dcab)\%65}^{(β)}(bacd)s_{(acb)\%123}Z_{(acb)}^{(α)}
\end{align*}$$

(11.27)

We see that the wires match (e.g., wire 6 is of type $c$ as an output from the first transformation and an input into the second transformation). The integers labeling the wires are of no significance, and any expression is invariant under any reassignment of these labels (this is a kind of discrete general covariance).
We can consider the evolution of this circuit with respect to different foliations.

### 11.7.2 Commutation

Consider the situation shown in Figure 11.8. By inspection of this diagram, we can write

\[
\begin{align*}
\text{cd}Z_{ab}^{\alpha\beta} & = \text{cd}Z_{cb}^{0\beta} \text{cb}Z_{ab}^{\alpha0} = \text{cd}Z_{ad}^{\alpha0} \text{ad}Z_{ab}^{0\beta},
\end{align*}
\]

(11.28)

where the 0 denotes that we do nothing (the identity transformation). The first equation here is obtained by first transforming from hyperplane \(H_1\) to \(H_2\) (past operation \(A\)) and then from \(H_2\) to \(H_4\) (past operation \(B\)). To get the second equation, we evolve from \(H_1\) to \(H_3\) first (past \(B\)), then from \(H_3\) to \(H_4\) (past \(A\)). There are a few points of interest here. First, note that we can break down a compound transformation into its parts. Second, we see that there is a kind of commutation; it does not matter whether we update at \(A\) or \(B\) first. This property is not assumed but derived from more basic assumptions and definitions. In the special case where wires \(c\) and \(d\) are of type \(a\) and \(b\), respectively (so the transformations do not change the system type), we have the commutation property

\[
\begin{align*}
[abZ_{ab}^{0\beta}, \text{ab}Z_{ab}^{\alpha0}] & = \text{ab}Z_{ab}^{0\beta} \text{ab}Z_{ab}^{\alpha0} - \text{ab}Z_{ab}^{\alpha0} \text{ab}Z_{ab}^{0\beta} = 0.
\end{align*}
\]

(11.29)

The usual commutation relation is, then, a special case of the more general relation in Equation (11.28) where the local transformations may change the system type.

The fact that we can break up a compound transformation into smaller parts is potentially useful, but there is a stumbling block. The matrix \(\text{cb}Z_{ab}^{\alpha0}\) transforms past the \(A\) operation. However, it is a \(|\Omega_{cb}| \times |\Omega_{ab}|\) matrix. That is, we still have to incorporate some baggage because we include wire \(b\). It would be good if we could write

\[
\text{cb}Z_{ab}^{\alpha0} = \text{c}Z_{a}^{\alpha} \otimes \text{b}Z_{b}^{0}.
\]

(11.30)

where \(\text{b}Z_{b}^{0}\) is just the identity matrix (as discussed previously). By considering the sizes of the matrices, it is clear that (11.30) implies \(|\Omega_{ab}| = |\Omega_{a}| |\Omega_{b}|\). In Section 11.8.1, we show that Equation (11.30) holds in general if \(|\Omega_{ab}| = |\Omega_{a}| |\Omega_{b}|\) is true (for any system types \(a\) and \(b\)). We also see that this condition corresponds to a very natural class of physical theories. If Equation (11.30) holds true, we can break any circuit down into its basic operations appending the identity transformation as necessary. Then, we can
Figure 11.9. A bipartite system 12 of type $ab$ is prepared by some preparation $\gamma$ and subjected to effects $\alpha_i$ and $\beta_j$ on subsystem 1 and subsystem 2, respectively.

calculate the probability associated with any circuit from the transformation matrices associated with the operations.

11.7.3 Homogeneous States and Composite Systems

Consider a composite system 12 consisting of systems of types $a$ and $b$ with preparation $C$ labeled $\gamma$. The state prepared by this is $p_{ab}^{\gamma}$. If we block the output 2 of the preparation, then we have a preparation for a system of type $a$. Let the state so prepared be $p_a^{\gamma}$. Even if we do not block output 2, it follows from part (ii) of the condition for closable sets of operations that this state $p_a^{\gamma}$ gives us the correct probabilities for all measurements on system 1 alone (that do not involve system 2). We call $p_a^{\gamma}$ the reduced state for system 1. It is, effectively, the state of system 1 taken by itself.

We prove the following theorem.

**Theorem 2.** If one component of a bipartite system is in a homogeneous state (i.e., the reduced state for this system is homogeneous), all joint probabilities for separate effects measured on the two systems factorize.

Systems 1 and 2 can be subjected to measurements $A$ and $B$, respectively (see Figure 11.9). We also consider the possibility of closing either or both outputs from $C$. Let measurement $A$ have outcomes $l_i$, $i \in I$, the effects for which are labeled $\alpha_i \equiv (F^A, \varphi^A, l^A_i)$. Similarly, for $B$ we have outcomes $l_j$ for $j \in J$ and effects labeled by $\beta_j \equiv (F^B, \varphi^B, l^B_j)$. By part (ii) of the condition for a closable set of operations, we have

$$p_{\gamma=-}\equiv \sum_{i \in I} p^{\gamma \alpha_i} = \sum_{j \in J} p^{\gamma \beta_j}, \quad (11.31)$$

and

$$p_{\gamma \beta_j} = \sum_{i \in I} p^{\gamma \alpha_i}_{\beta_j}. \quad (11.32)$$
If the output 2 from $C$ is closed, then we say that the state prepared (for the system of type $a$) is $p_a^\gamma$ (the reduced state). We say that the preparation due to $C$ and $B$ with outcome $l_j^B$ (this is a preparation circuit fragment) is $p_a^{\gamma\beta_j}$. It follows from part (ii) of the condition for a closable set of operations that

$$p_a^\gamma = \sum_{j \in J} p_a^{\gamma\beta_j}. \quad (11.33)$$

If $p_a^\gamma$ is homogeneous, then all the $p_a^{\gamma\beta_j}$ states must be parallel to it. Hence, we can write $p_a^{\gamma\beta_j} = \eta_j p_a^\gamma$. We must have

$$p^{\gamma\alpha_i\beta_j} = r_a^{\alpha_i} \cdot p_a^{\gamma\beta_j} = \eta_j r_a^{\beta_j} \cdot p_a^\gamma = \eta_j p^{\gamma\alpha_i-\beta_j}. \quad (11.34)$$

Summing this over $i$ and using Equations (11.31) and (11.32), we obtain $p^{\gamma-\beta_j} = \eta_j p^{\gamma-\gamma}$. Hence,

$$p^{\gamma\alpha_i\beta_j} p^{\gamma-\gamma} = p^{\gamma\alpha_i-\beta_j}. \quad (11.35)$$

Here, $p^{\gamma-\gamma}$ is the probability of the preparation being successful. Dividing this through by $(p^{\gamma-\gamma})^2$ and using Bayes’s rule, we obtain

$$\text{prob}(l_i^A l_j^B | \text{prep}) = \text{prob}(l_i^A | \text{prep}) \text{prob}(l_j^B | \text{prep}). \quad (11.36)$$

Hence, we see that if one system is in a homogeneous state, then joint probabilities factorize between the two ends (obviously, the result also holds if both components are in homogeneous states). An obvious corollary follows:

**Corollary 1.** If the state of a bipartite system 12 of type $ab$ with preparation $\gamma$ is of norm one and the reduced state of either or both components is pure, then

$$p^{\gamma\alpha\beta} = p^{\gamma\alpha} p^{\gamma\beta}, \quad (11.37)$$

where $\alpha$ is any effect on 1 alone and $\beta$ is any effect on 2 alone.

This is true because pure states are necessarily homogeneous and because $p^{\gamma-\gamma} = 1$ because the state is of norm 1.

Now, we consider a related but slightly different situation. Imagine that we have a preparation consisting of two disjoint parts one of which prepares a homogeneous state.

**Theorem 3.** If a preparation, $\gamma\delta$, consists of two disjoint circuit fragments $\gamma$ and $\delta$, which prepare systems of type $a$ and $b$, respectively, and one of these circuit fragments, $\gamma$, taken by itself prepares a homogeneous state, $p_a^\gamma$, then the state prepared by closing the outputs of the second-circuit fragment of $\gamma\delta$ is parallel to $p_a^\gamma$ (and therefore also homogeneous).

The proof of this theorem is based on the same idea as the previous theorem. We can put $\delta = (F, \varphi, l)$, where $F$ denotes the actual circuit fragment, $\varphi$ the settings, and $l$ the outcomes. Then, we can put $\bar{\delta} = (F, \varphi, \bar{l})$. This is the circuit fragment associated with not seeing $l$. Either $l$ or $\bar{l}$ must happen; hence,

$$p_a^\gamma = p_a^{\gamma\delta} + p_a^{\gamma\bar{\delta}}. \quad (11.38)$$
Because $p^\gamma_a$ is homogeneous, both $p^{\gamma\delta}_a$ and $p^{\gamma\delta_a}_a$ must be parallel to it and hence are also homogeneous.

11.7.4 Fiducial Measurements for Composite Systems

Assume that system 1 is prepared by some preparation $\gamma$ in a homogeneous state $p^\gamma_a$ and, similarly, system 2 is prepared in homogeneous state $p^\delta_b$. Assume that these are two separate preparations corresponding to two disjoint circuit fragments. Hence, we can consider the joint preparation $\gamma\delta$ giving rise to the state $p^{\gamma\delta_ab}$. A natural question is: What is the relationship between the states $p^\gamma_a$, $p^\delta_b$, and $p^{\gamma\delta_ab}$?

By virtue of Theorem 3, we know that the reduced state at either end is homogeneous and, hence, by virtue of Theorem 2 (Equation (11.35) in particular) and the fact that the subsystems are in homogeneous states, we can write

$$r_{ab}^{\alpha\beta} \cdot p^{\gamma\delta}_{ab} = \mu_{\gamma\delta} p^{\gamma\alpha} p^{\delta\beta} = \nu_{\gamma\delta} (r_{a}^{\alpha} \otimes r_{b}^{\beta}) \cdot (p_{a}^{\gamma} \otimes p_{b}^{\delta}),$$

(11.39)

where we obtain

$$\nu_{\gamma\delta} = \frac{p^{\gamma\delta} - p^\gamma - p^\delta}{p^\gamma - p^\delta},$$

(11.40)

by putting $\alpha = -$ and $\beta = -$.

We know that there must exist $K_a \equiv |\Omega_a|$ linearly independent homogeneous states for system 1 (they can all be chosen to be pure). Let $\gamma \in \Omega_a$ be the preparations associated with one such set of linearly independent homogeneous states for system 1 (where $|\Omega_a| = |\Omega_a|$). Likewise, we have $K_b \equiv |\Omega_b|$ linearly independent homogeneous states for system 2 with preparations $\delta \in \Omega_b$ (where $|\Omega_b| = |\Omega_b|$). The $K_aK_b$ vectors

$$p^{\gamma\delta}_a \otimes p^{\delta}_b \text{ for } \gamma\delta \in \Omega_a \times \Omega_b$$

(11.41)

are linearly independent and, similarly, the $K_aK_b$ vectors

$$r_{a}^{\alpha} \otimes r_{b}^{\beta} \text{ for } \alpha\beta \in \Omega_a \times \Omega_b$$

(11.42)

are linearly independent. It follows from Equation (11.39) and some simple linear algebra that the $K_aK_b$ vectors

$$p^{\gamma\delta}_{ab} \text{ for } \gamma\delta \in \Omega_a \times \Omega_b$$

(11.43)

are linearly independent, as are the $K_aK_b$ vectors

$$r_{ab}^{\alpha\beta} \text{ for } \alpha\beta \in \Omega_a \times \Omega_b.$$ 

(11.44)

From this, we can prove the following theorem:

**Theorem 4.** For composite systems, we can choose $\Omega_{ab}$ such that

$$\Omega_a \times \Omega_b \subseteq \Omega_{ab}.$$ 

(11.45)

This theorem has an immediate corollary:

**Corollary 2.** For composite systems, $K_{ab} \geq K_aK_b$. 

Here, $K_a = |\Omega_a|$. This inequality follows from the fact that we have at least $K_a K_b$ linearly independent states in Equation (11.43). The set relation Equation (11.45) follows as the effects in Equation (11.44) are linearly independent and, hence, that we can choose $K_a K_b$ of the $K_{ab}$ fiducial effects in $\Omega_{ab}$ to correspond to local effects. By a local effect, we mean one composed of disjoint circuit fragments, one on system $a$ and one on system $b$. It follows from Equation (11.45) that we can write

$$\Omega_{ab} = \tilde{\Omega}_{ab} \cup \tilde{\Omega}_{ab}$$

(11.46)

The fiducial effects in $\tilde{\Omega}_{ab}$ are local. Hence, we can write a general bipartite state, with preparation $\varepsilon$, as

$$p_{ab}^\varepsilon = \bar{p}_{ab}^\varepsilon \bigoplus \tilde{p}_{ab}^\varepsilon,$$

(11.47)

where the elements of $\bar{p}_{ab}^\varepsilon$ are the probabilities corresponding to effects in $\tilde{\Omega}_{ab}$ and the elements of $\tilde{p}_{ab}^\varepsilon$ are the probabilities corresponding to the effects in $\tilde{\Omega}_{ab}$. Note that $\bar{p}_{ab}^\varepsilon$ lives in the tensor product space of the vector spaces for component systems because $\tilde{\Omega}_{ab} = \Omega_a \times \Omega_b$. If systems 1 and 2 are both in homogeneous states, then it follows from Equation (11.39) that

$$\tilde{p}_{ab}^{\gamma\delta} = \nu_{\gamma\delta} p_a^\gamma \otimes p_b^\delta.$$

(11.48)

A similar result holds even if only one system is in a homogeneous state (this follows from Theorem 1). These results for bipartite systems generalize in the obvious way to composites having more than two component systems (for three systems, we use $\Omega_{abc} = (\Omega_a \times \Omega_b \times \Omega_c) \cup \tilde{\Omega}_{abc}$).

It is easy to see that if each system is subject to its own local transformation (so the circuit fragments corresponding to the transformations are disjoint), then the state updates as

$$p_{cd}^{\epsilon \alpha \beta} = [(cZ_\alpha^a \otimes dZ_\beta^b)p_{ab}^\varepsilon] \bigoplus cZ_\alpha^a dZ_\beta^b p_{ab}^{\varepsilon},$$

(11.49)

where the form of the $cZ_\alpha^a dZ_\beta^b$ matrix depends, in general, on the particular theory (it acts on $p_{ab}^\varepsilon$ to give $\tilde{p}_{cd}^{\epsilon \alpha \beta}$). This equation follows by considering the case in which both systems are in homogeneous states. Then, we have $K_a K_b$ linearly independent vectors $p_{ab}^{\gamma\delta} = \mu_{\gamma\delta} p_a^\gamma \otimes p_b^\delta$ with $\gamma \delta \in \Omega_a \times \Omega_b$. The $p$ part of the state must remain as a tensor product like this after the local transformations to ensure consistency with Equation (11.39) (notice that if it did not, then there would exist a correlation-revealing measurement contradicting Theorem 2). But the vectors $p_a^\gamma \otimes p_b^\delta$ span the space of possible $p_{ab}$ vectors, and so Equation (11.49) must be true generally.

If system $d$ is the null system (so the transformation on system 2 is an effect), then the $Z$ matrix has no elements, and we can write

$$p_{cd}^{\epsilon \alpha \beta} = (cZ_a^a \otimes -Z_b^b)p_{ab}^\varepsilon.$$
(Note that if the $Z$ matrix did have elements, then the two sides of this equation would be column vectors of different lengths.) In particular, the reduced state of system 1 is given by

$$p_{\varepsilon}^a = p_{\varepsilon}^{a0} = [aZ_a^0 \otimes (r_b^-)^T] \tilde{p}_{\varepsilon}^e$$

(11.51)

(recall that $aZ_a^0$ is the identity). Hence, the reduced state at either end depends only on the elements in the $\tilde{p}_{\varepsilon}^e$ part of $p_{\varepsilon}^{ab}$.

If both systems $c$ and $d$ are null, then Equation (11.50) becomes

$$p^{e\alpha\beta} = (r_a^\alpha \otimes r_b^\beta) \cdot \tilde{p}_{\varepsilon}^e.$$  

(11.52)

This also follows directly from Equation (11.39) and the fact that the vectors $p_a^\gamma \otimes p_a^\delta$ span the space of possible $\vec{p}_a$ vectors. This equation tells us that all local effects are linear combinations of the fiducial effects corresponding to the $\Omega_{ab}$ part of $\Omega_{ab}$. Hence, all effects $r_{ab}^\gamma$ with $\gamma \in \Omega_{ab}$ are nonlocal; the corresponding circuit fragments cannot consist of disjoint parts acting separately on $a$ and $b$. Theories in which the state can be entirely determined by local measurements are called locally tomographic. This gives us an important theorem:

**Theorem 5.** Theories having $K_{ab} = K_a K_b$ are locally tomographic and vice versa.

This corresponds to the case in which $\Omega_{ab}$ is the null set.

### 11.7.5 Homogeneity and Uncorrelatability Are Equivalent Notions

We define:

**Definition.** An uncorrelatable state is one having the property that a system in this state cannot be correlated with any other system (so that any joint probabilities factorize).

Let $p_{\varepsilon}^\gamma$ be an uncorrelatable state. Let $p_{ab}^\gamma$ be a state for a bipartite system having the property that its reduced state is $p_a^\gamma$. If the bipartite system is prepared in any such state, then the joint probabilities will, by definition, factorize. We will prove the following:

**Theorem 6.** If we allow arbitrary mixtures, then all homogeneous states are uncorrelatable and all uncorrelatable states are homogeneous.

That is, homogeneity and uncorrelatability are equivalent notions. It follows immediately from Theorem 2 that homogeneous states are uncorrelatable. To prove that uncorrelatable states are homogeneous, we assume the converse. Thus, assume that the heterogeneous state $p_{ab}^\gamma = p_{a1}^\gamma + p_{a2}^\gamma$ (where the two terms are nonparallel) is uncorrelatable. The state is assumed to be uncorrelatable, so we must be able to write the state of the composite system as

$$p_{\varepsilon}^\gamma_{ab} = \mu_\gamma [p_{a1}^\gamma \otimes p_b^\gamma] \oplus \tilde{p}_{\varepsilon}^\gamma_{ab}$$

(11.53)

because otherwise the probability does not factorize for all $\alpha\beta \in \Omega_a \times \Omega_b$. Hence,

$$p_{ab}^\gamma = \mu_\gamma [p_{a1}^\gamma \otimes p_b^\gamma] \oplus \tilde{p}_{\varepsilon}^\gamma_{ab} + \mu_\gamma [p_{a2}^\gamma \otimes p_b^\gamma] \oplus \tilde{p}_{\varepsilon}^\gamma_{ab}.$$  

(11.54)
But, using Equation (11.51), we see that the reduced state, $p_a^{\gamma'}$, for system 1 of Equation (11.54) is parallel to the reduced state, $p_a^{\gamma'}$, of

$$p_{ab}^{\gamma'} = \mu_{\gamma_1\delta_1} [p_a^{\gamma_1} \otimes p_b^{\delta_1}] \oplus p_{ab}^{\gamma_1\delta_1} + \mu_{\gamma_2\delta_2} [p_a^{\gamma_2} \otimes p_b^{\delta_2}] \oplus p_{ab}^{\gamma_2\delta_2},$$

(11.55)

where we choose any two distinct $p_b^{\delta_1}$ and $p_b^{\delta_2}$ having normalization such that $\mu_{\gamma_1\delta_1} = \mu_{\gamma_2\delta_2}$. It is possible to choose two distinct states like this if there exist systems that are nontrivial in the sense that they require more than one fiducial effect. (If all systems are trivial, then all states are homogeneous and so, by Theorem 2, all states are uncorrelatable in any case.) We allow arbitrary mixtures and so can take mixtures with the null state to make sure $p_b^{\delta_1}$ and $p_b^{\delta_2}$ have normalization so that $\mu_{\gamma_1\delta_1} = \mu_{\gamma_2\delta_2}$. The state Equation (11.55) is preparable by taking a mixture of the preparations $\gamma_1\delta_1$ and $\gamma_2\delta_2$. This state is clearly correlated. By taking a mixture with the null state for the longer of $p_a^{\gamma'}$ and $p_b^{\gamma'}$, we obtain two equal states, one of which is uncorrelatable by assumption and one of which is correlatable by the previous proof. Hence, our assumption was false, and it follows that uncorrelatable states are homogeneous.

### 11.7.6 Probabilities for Disjoint Circuit

If we have two disjoint setting-outcome–specified circuits, $\alpha$ and $\beta$, then expect the joint probability to factorize

$$p^{\alpha\beta} = p^{\alpha} p^{\beta}.$$

(11.56)

A simple application of Bayes’s rule shows that Equation (11.56) is equivalent to demanding that the probability associated with a circuit is independent of the outcomes seen at other disjoint circuits. This is an extremely natural condition because otherwise we would have to take into account all the outcomes seen on all other disjoint circuits in the past that form a part of our memory before writing down a probability for the circuit. Conversely, one can easily envisage a situation in which the probability is not independent of outcomes elsewhere. For example, the eventual outcome of a spinning coin might be correlated with the outcome of an apparently disjoint experiment, which is, incidently, influenced by photons scattered from the coin while it spins. More generally, if there are hidden variables, then there may be correlations between outcomes, even though the marginals are independent of what happens at the other side. It is not clear that disjointness of the circuits is enough to prevent such correlations. In view of this, it is interesting that the following theorem holds.

**Theorem 7.** If there exists at least one type of system that can be prepared in a pure state of norm one, then the probability associated with any circuit is independent of the settings on any other disjoint circuit.

Let the preparation associated with this pure state of norm one be $\gamma$. Consider the circuit $(\gamma^-)(\gamma^-)(\alpha)(\beta)$ consisting of two instances of the circuit obtained by performing the trace effect on a preparation $\gamma$ and two more disjoint circuits $\alpha$ and $\beta$. Thus, we have four disjoint circuits in total. We can regard this circuit as consisting of the effect $-\alpha$ on one of the $\gamma$ preparations and the effect $-\beta$ on the other $\gamma$ preparation. Then, we have

$$p^{(\gamma^-\alpha)(\gamma^-\beta)} p^{(\gamma^-)(\gamma^-)} = p^{\gamma^-\alpha} p^{\gamma^-\beta},$$

(11.57)
by Theorem 2 (Equation (11.35) in particular). But $p_{γγ} = 1$ because the state is of norm one. Hence, using Bayes’s rule, Equation (11.56) follows and the theorem is proved.

We say that a set of operations is fully closable if it is closable and if the probability for a circuit is independent of the outcomes seen at other disjoint circuits. It follows from Theorem 7 that closable sets of operations admitting at least one pure state of norm one are fully closable. In the case that we have a fully closable set of operations, it is clear that we can write the $\hat{p}_{ab}$ part of the state associated with disjoint preparations as

$$\hat{p}^{γδ}_{ab} = p^γ_a \otimes p^δ_b.$$  \hspace{1cm} (11.58)

It is interesting to note that Equation (11.48) is an example of this with $v_{γδ} = 1$, which clearly follows from Equation (11.40) when probabilities for disjoint circuits factorize.

### 11.7.7 Examples of the Relationship among $K_{ab}$, $K_a$, and $K_b$

If $N_a$ is the number of states that can be distinguished in a single-shot measurement, then it is reasonable to suppose $N_{ab} = N_a N_b$. This is true in all of the examples we discuss. In classical probability theory, $K_a = N_a$. In quantum theory, $K_a = N_a^2$. Hence, $K_{ab} = K_a K_b$, and so, by Theorem 5, we have local tomography in these theories. In real Hilbert space quantum theory, where the state is represented by a positive density matrix with real entries, we have $K_a = N_a + N(N - 1)/2!$. This has $K_{ab} > K_a K_b$, which is consistent with Corollary 2. However, quaternionic quantum theory has $K_a = N_a + 4N(N - 1)/2!$, which has $K_{ab} < K_a K_b$. This is inconsistent with Corollary 2 and, hence, quaternionic quantum theory cannot be formulated in this framework. Because we have made very minimal assumptions (only that we have closable sets of operations in an operational framework), it seems that quaternionic quantum theory is simply an inconsistent theory (at least, for the finite $K_a$ case considered here).

### 11.8 Theories for Which $K_{ab} = K_a K_b$

#### 11.8.1 Motivation for Local Tomography

Of the examples we just considered, the two corresponding to real physics are both locally tomographic having $K_{ab} = K_a K_b$. This is a natural property for a theory to have (it is one of the axioms in [23]). It says that from a counting point of view, no new properties come into existence when we put two systems together. It allows a certain very natural type of locality so that it is possible to characterize a system made from many parts by looking at the components. It implies that the full set of states for a composite system requires the same number of parameters for its specification as the separable states (formed by taking mixtures of states prepared by disjoint circuits). Given that this is such a natural constraint, we will study it a little more closely. We will also give axioms for classical probability and quantum theory because they are examples of this sort.

#### 11.8.1.1 Operation Locality

An extremely useful property of locally tomographic theories is that they are local in the sense that the state is updated by the action of local matrices at each operation. We
call this property operation locality. We see from Equation (11.47) that if \( \mathcal{O}_{ab} = \emptyset \),
then \( p_{ab}^{\gamma} = 0 \) and \( \bar{p}_{ab}^{\gamma} = \bar{p}_{ab}^{\gamma} \) and, hence, according to Equation (11.49), we see that under local transformations at each end (corresponding to disjoint circuit fragments), the state will update as

\[
\begin{equation}
\begin{split}
p_{cd}^{\gamma} &= (Z_{a}^{\alpha} \otimes Z_{b}^{\beta})p_{ab}^{\gamma}. \\
(11.59)
\end{split}
\end{equation}
\]

Hence,

\[
\begin{equation}
\begin{split}
c_{d}^{d}Z_{ab}^{\alpha} & = \bar{c}_{a}^{a} \otimes \bar{d}_{b}^{b}, \\
(11.60)
\end{split}
\end{equation}
\]

for transformations corresponding to disjoint circuit fragments. In particular, this implies

\[
\begin{equation}
\begin{split}
c_{b}^{b}Z_{ab}^{\alpha} & = \bar{c}_{a}^{a} \otimes \bar{b}_{b}^{b}. \\
(11.61)
\end{split}
\end{equation}
\]

This is Equation (11.30) that we speculated about in Section 11.7.2. This means an operation has a trivial effect on systems that do not pass through it. If we have a fully closable set of transformations (as long as there exists at least one state of norm one, this follows from Theorem 7), then we can specialize this equation to the case of null input states (where \( a = - \) and/or \( b = - \)) as the state prepared by disjoint preparations is a product state. We assume this in what follows.

The great thing about Equation (11.60) is that it can be used to calculate the probability for any circuit using a \( Z \) matrix for each operation. To do this, we choose a complete foliation and then use the tensor product to combine operations at each time step. One way of calculating the probability \( p_{\alpha \beta \gamma \delta \epsilon \zeta}^{ab} \) for the example shown in Figure 11.10 is

\[
\begin{equation}
\begin{split}
Z_{f_{g}}^{c_{d}}(Z_{f_{j}}^{a_{c}} \otimes Z_{e_{d}}^{b_{c}})(Z_{f_{j}}^{a_{c}} \otimes Z_{b_{c}}^{b_{c}} \otimes d_{d}^{d})(Z_{a}^{a_{c}} \otimes Z_{b}^{b_{c}} \otimes Z_{d}^{d})(Z_{a}^{a_{c}} \otimes Z_{b}^{b_{c}} \otimes Z_{d}^{d})K_{a}^{ab}Z_{a}^{a_{c}} \otimes Z_{b}^{b_{c}}. \\
(11.62)
\end{split}
\end{equation}
\]

Although it is very satisfying that the calculation can be broken down like this, it is unfortunate that we have to pad out the calculation with lots of identity matrices like \( Z_{a}^{a_{c}} \). This means that there are more matrices than operations in this calculation. Relatedly, we have to be very careful in what order we take the product of all these matrices (it has to correspond to some complete foliation). In the causaloid approach [24–26], we have neither of these problems. We simply take what is called the causaloid product of a vector associated with each operation without regard for the order and without having to pad out the calculation with identity matrices.

### 11.8.2 Classical Probability Theory

It is easy to characterize classical probability theory in this framework. It is fully characterized by the following two axioms:

**Composition.** \( K_{ab} = K_{a}K_{b} \).

**Transformations.** Transformation matrices, \( c_{a}^{a_{c}} \), have the property that the entries are nonnegative and the sum of the entries in each column is less than or equal to 1.

To see that this is equivalent to usual presentations of classical probability theory, note the following. We can interpret \( K_{a} \equiv N_{a} \) as the maximum number of distinguishable
states for this classical system (for a coin, we have $N_a = 2$; for a die, $N_b = 6$). The state is given by $\alpha a = a Z a$ and is a column vector. The sum of the entries in this vector must be less than or equal to 1. They can be interpreted as the probabilities associated with each of the distinguishable outcomes (for a die, they are the probabilities associated with each face). The trace effect is given by $(r a) = Z a$. It is a row vector. The value of each entry is 1, and this is consistent with the constraint that the sum of the columns cannot be greater than 1. Norm-preserving transformations are stochastic matrices. Because $K_{ab} = K_a K_b$, we have the operation locality property, and so we can calculate the probability for an arbitrary circuit from matrices for the operations that constitute it.

### 11.8.3 Quantum Theory

To give the rules for quantum theory, we need a few definitions first. Let $\mathcal{H}_{N_a}$ be a complex Hilbert space of dimension $N_a$. Let $\mathcal{V}_{N_a}$ be the space of Hermitian operators that act on this. All positive operators are Hermitian. Furthermore, it is possible to find a set of $N_a^2$ linearly independent positive operators that span $\mathcal{V}_{N_a}$. Let $\hat{P}_a^\alpha$ for $\alpha \in \Omega_a$ be one such set. Define

$$\hat{P}_a = \begin{pmatrix} \hat{P}_a^\alpha \\ \vdots \\ \hat{P}_a^\alpha \end{pmatrix} \quad \alpha \in \Omega_a. \quad (11.63)$$

---

**Figure 11.10.** We show how to calculate the probability associated with this simple example in the text using a $Z$ matrix for each operation.
A positive map $^cS_a$ from $\mathcal{V}_{N_a}$ to $\mathcal{V}_{N_c}$ is one that acts on a positive operator $\rho_a \in \mathcal{V}_{N_a}$ and returns a positive operator $\rho_c' \in \mathcal{V}_{N_c}$ for any positive operator $\rho_a$. The map $^cS_a$ is completely positive if $^cS_a \otimes ^bI_b$ is a positive map from $\mathcal{V}_{N_aN_b}$ to $\mathcal{V}_{N_cN_b}$ for any $b$. Further, we want our maps to have the property that they do not lead to probabilities greater than 1. We demand that they must be completely trace nonincreasing when they act on density matrices. This means that $^cS_a \otimes ^bI_b$ must be trace nonincreasing for any $b$. Quantum theory is fully characterized by the following two axioms.

**Composition.** $K_{ab} = K_aK_b$

**Transformations.** Transformation matrices are of the form

$$^cZ^a_a = \text{Trace}(\hat{P}_c ^cS^a_a(\hat{P}^T_a)) [\text{Trace}(\hat{P}_a \hat{P}^T_a)]^{-1},$$  \hspace{1cm} (11.64)

where $^cS^a_a$ is completely positive and completely trace nonincreasing and $T$ denotes transpose. This is a much more compact statement of the rules of quantum theory than is usually given. We will make a few remarks to decompress this. First, note that $\text{Trace}(\hat{P}_c ^cS^a_a(\hat{P}^T_a))$ is a $K_c \times K_a$ matrix having $\beta\gamma$ element $\text{Trace}(\hat{P}^\beta_c ^cS^a_a(\hat{P}^{\gamma}_a))$ with $\beta \in \Omega_c$ and $\gamma \in \Omega_a$. By defining

$$p^\delta_a = \text{Trace}(\widehat{P}_a \rho^\delta_a),$$  \hspace{1cm} (11.65)

where $\rho^\delta_a$ is the usual quantum state, and using $\widehat{P}^\alpha_a = \hat{P}_a \cdot s^\alpha$ (because $\hat{P}_a$ must be given by some sum of the linearly independent spanning set), it can be shown after a few lines of algebra that

$$p^\delta_a = ^cZ^a_a p^\delta_a \iff \widehat{P}^\delta_a = ^cS^a_a(\widehat{P}^\delta_a).$$  \hspace{1cm} (11.66)

Hence, we get the correct transformations with Equation (11.64). Note that as in the classical case, we can write a state as $p^\alpha_a = ^aZ^a_a$. This state is associated with a completely positive map $^aS^a_a$ where the absence of an input label implies that we have a null input system that corresponds to a one-dimensional Hilbert space. This must have trace less than or equal to one because otherwise $^aS \otimes ^bI_b$ would be trace increasing (this is the reason we impose that the map should be completely trace nonincreasing rather than just trace nonincreasing). Also note that for $^aS^0_a$ (the identity map), we get the identity for $^aZ^0_a$ in Equation (11.64) as we must. The composition rule $K_{ab} = K_aK_b$ implies that $N_{ab} = N_aN_b$ (we see from inspection of the rank of the matrices that $|\Omega_a| = N^2_a$); hence, the tensor product structure for Hilbert spaces corresponds to the tensor product structure discussed in Section 11.8.1. The fact that we have $K_{ab} = K_aK_b$ means that we have the operation locality property. We can calculate the probability for a general circuit using these $Z$ matrices for each of the operations. Hence, our list of postulates for quantum theory is complete.

### 11.8.4 Reasonable Postulates for Quantum Theory

The objective of this chapter has been to set up a general probabilistic framework. It is worth mentioning that we can give the following reasonable postulates that enable us to reconstruct quantum theory within this framework.
**Information.** Systems having, or constrained to have, a given information carrying capacity have the same properties.

**Composites.** Information-carrying capacity is additive, and local tomography is possible (i.e., $N_{ab} = N_a N_b$ and $K_{ab} = K_a K_b$).

**Continuity.** There exists a continuous reversible transformation between any pair of pure states.

**Simplicity.** Systems are described by the smallest number of probabilities consistent with the other postulates.

We can show from the first two postulates that $K = N^r$ where $r = 1, 2, \ldots$. The continuity postulate rules out the classical probability case where $K = N$. The simplicity postulate then implies that we have $K = N^2$. We construct the Bloch sphere for the $N = 2$ case using, in particular, the continuity postulate. Then, the information postulate and composites postulate are used to obtain quantum theory for general $N$. We refer the reader to [23, 27] for details.

### 11.9 Conclusions

We have exhibited a very natural framework for general probabilistic theories in an operational setting. We represent experiments by circuits and have been particularly careful to give operational interpretations to the elements of these circuits (operations are single uses of an apparatus and wires represent apertures being placed next to one another). By considering closable sets of operations, we are able to introduce probabilities and then set up the full theory wherein $Z$ matrices are associated with circuit fragments. The special case of locally tomographic theories has the operation locality property so that we can combine $Z$ matrices corresponding to circuit fragments that are in parallel using the tensor product. This enables us to break down a calculation into smaller parts. The framework here is still lacking. Most crucially, it is only able to take into account one particular way in which operations can be connected (corresponding to placing apertures next to each other), but there are many other ways. A more general theory is under development to allow more for other types of connections (see [26]). The framework is discrete and hence is not readily adaptable to quantum field theory. It would be interesting either to develop a continuous version or to show how quantum field theory can be fully understood in such a discrete framework.

Algebraic quantum field theory can be understood in operational terms (see, for example, Haag [22]). However, putting the issue of discreteness aside, it is a rather less general operational theory than that presented in this chapter, and so there may be advantages to studying quantum field theory in the framework presented here. It is worth saying that there is a tension between operationalism and use of the continuum in physics. From an operational point of view, the continuum is best understood as a mathematical tool enabling us to talk about a series of ever more precise experiments. It is possible that such a series may, eventually, be better described with other mathematical tools.
There are two types of motivation for considering general probabilistic theories. First, we may be able to formulate and understand better our present theories within these frameworks. It may be possible to write down a set of postulates or axioms that can be used to reconstruct these theories within such a framework. For the case of quantum theory, there has been considerable work of this nature already. It would be interesting to see something similar for general relativity. In particular, there ought to be a simple and elegant formulation of general relativity for the case where there is probabilistic ignorance of the value of quantities that might be measured in general relativity (let us call this \textit{probabilistic general relativity}). Such a theory might be best understood in a general probabilistic framework (although probably more general than the one presented in this chapter) \cite{26}. The second reason to consider general probabilistic theories is to try to go beyond our present theories. The most obvious application would be to work toward a theory of quantum gravity (see \cite{24,25}). The program of constructing general probabilistic theories and then constraining them using some principles or postulates may free us from the hidden mathematical obstacles to formulating quantum gravity that stand in the way of the more standard approaches such as string theory and loop quantum gravity.
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12.1 Introduction

The two theories that revolutionized physics in the twentieth century, relativity and quantum mechanics, are full of predictions that defy common sense. Recently, we used three such paradoxical ideas to prove “The Free Will Theorem” (strengthened here), which is the culmination of a series of theorems about quantum mechanics that began in the 1960s. It asserts, roughly, that if indeed we humans have free will, then elementary particles already have their own small share of this valuable commodity. More precisely, if the experimenter can freely choose the directions in which to orient his apparatus in a certain measurement, then the particle’s response (to be pedantic—the universe’s response near the particle) is not determined by the entire previous history of the universe.

Our argument combines the well-known consequence of relativity theory, that the time order of spacelike separated events is not absolute, with the EPR paradox discovered by Einstein, Podolsky, and Rosen in 1935 and the Kochen–Specker Paradox of 1967 (see [5]). We follow Bohm in using a spin version of EPR and Peres in using his set of thirty-three directions, rather than the original configuration used by Kochen and Specker. More contentiously, the argument also involves the notion of free will, but we postpone further discussion of this to the last section of the chapter.

Note that our proof does not mention “probabilities” or the “states” that determine them, which is fortunate because these theoretical notions have led to much confusion. For instance, it is often said that the probabilities of events at one location can be instantaneously changed by happenings at another spacelike separated location, but whether that is true or even meaningful is irrelevant to our proof, which never refers to the notion of probability.

For readers of the original version [3] of our theorem, we note that we have strengthened it by replacing the axiom FIN together with the assumption of the experimenters’
free choice and temporal causality by a single weaker axiom MIN. The earlier axiom FIN of [3], that there is a finite upper bound to the speed with which information can be transmitted, has been objected to by several authors. Bassi and Ghirardi asked in [1]: What precisely is “information,” and do the “hits” and “flashes” of GRW theories (discussed in the Appendix) count as information? Why cannot hits be transmitted instantaneously but not count as signals? These objections miss the point. The only information to which we applied FIN is the choice made by the experimenter and the response of the particle, as signaled by the orientation of the apparatus and the spot on the screen. The speed of transmission of any other information is irrelevant to our argument. The replacement of FIN by MIN has made this fact explicit. The theorem has been further strengthened by allowing the particles’ responses to depend on past half-spaces rather than just the past light cones of [3].

12.2 The Axioms

We now present and discuss the three axioms on which the theorem rests.

12.2.1 The SPIN Axiom and the Kochen–Specker Paradox

Richard Feynman once said that “If someone tells you they understand quantum mechanics, then all you’ve learned is that you’ve met a liar.” Our first axiom initially seems easy to understand, but beware—Feynman’s remark applies! The axiom involves the operation called “measuring the squared spin of a spin 1 particle,” which always produces the result 0 or 1.

**SPIN Axiom.** Measurements of the squared (components of) spin of a spin 1 particle in three orthogonal directions always give the answers 1, 0, 1 in some order.

Quantum mechanics predicts this axiom because for a spin 1 particle, the squared spin operators \( s_x^2, s_y^2, s_z^2 \) commute and have sum 2.

This “101 property” is paradoxical because it already implies that the quantity that is supposedly being measured cannot in fact exist before its “measurement.” For otherwise there would be a function defined on the sphere of possible directions taking each orthogonal triple to 1, 0, 1 in some order. It follows from this that it takes the same value on pairs of opposite directions and never takes two orthogonal directions to 0.

We call a function defined on a set of directions that has all three of these properties a “101 function” for that set. But, unfortunately, we have:

**The Kochen–Specker Paradox.** There does not exist a 101 function for the 33 pairs of directions of Figure 12.1 (the Peres configuration).

**Proof.** We shall call a node even or odd according as the putative 101 function is supposed to take the value 0 or 1 at it, and we progressively assign even or odd numbers to the nodes in Figure 12.1(b) as we establish the contradiction.
We shall use some easily justified orthogonalities—for instance, the coordinate triple rotates to the triple \((2, 3, -3)\) that starts our proof, which in turn rotates (about \(-1\)) to the triples \((8, -7, 9)\) and \((-8, 7, -9)\) that finish it.

Without loss of generality, nodes 1 and \(-1\) are odd and node 2 even, forcing 3 and \(-3\) to be odd. Now nodes 4 and \(-x\) form a triple with 3, so one of them (w.l.o.g. 4) is even. In view of the reflection that interchanges \(-4\) and \(x\), while fixing 4 and \(-x\), we can w.l.o.g. suppose that \(-4\) is also even.

There is a 90° rotation about 1 that moves 7, 5, 9 to 4, 6, \(x\), showing that 5 is orthogonal to 4, while 1, 5, 6 is a triple, and also that 6 is orthogonal to both 7 and 9. Thus, 5 is odd, 6 even, and 7, 9 odd. A similar argument applies to nodes \(-5, -6, -7, -9\).

Finally, 8 forms a triple with \(-7\) and 9, as does \(-8\) with 7 and \(-9\). So both of these nodes must be even and, because they are orthogonal, this is a contradiction that completes the proof.

Despite the Kochen–Specker paradox, no physicist would question the truth of our SPIN axiom because it follows from quantum mechanics, which is one of the most strongly substantiated scientific theories of all time. However, it is important to realize that we do not in fact suppose all of quantum mechanics, but only two of its testable consequences—namely, this axiom SPIN and the axiom TWIN of the next section.

It is true that these two axioms deal only with idealized forms of experimentally verifiable predictions because they refer to exact orthogonal and parallel directions in space. However, as we have shown in [3], the theorem is robust in that approximate forms of these axioms still lead to a similar conclusion. At the same time, this shows that any more accurate modifications of special relativity (e.g., general relativity) and of quantum theory will not affect the conclusions of the theorem.
12.2.2 The TWIN Axiom and the EPR Paradox

One of the most curious facts about quantum mechanics was pointed out by Einstein, Podolsky, and Rosen in 1935. This says that even though the results of certain remotely separated observations cannot be individually predicted ahead of time, they can be correlated.

In particular, it is possible to produce a pair of “twinned” spin 1 particles (by putting them into the “singleton state” of total spin zero) that will give the same answers to the previous squared spin measurements in parallel directions. Our “TWIN” axiom is part of this assertion.

The TWIN Axiom. For twinned spin 1 particles, suppose experimenter A performs a triple experiment of measuring the squared spin component of particle a in three orthogonal directions x, y, z, while experimenter B measures the twinned particle b in one direction, w. Then, if w happens to be in the same direction as one of x, y, z, experimenter B’s measurement will necessarily yield the same answer as the corresponding measurement by A.

In fact, we will restrict w to be one of the 33 directions in the Peres configuration of the previous section, and x, y, z to be one of 40 particular orthogonal triples—namely, the 16 such triples of that configuration and the 24 further triples obtained by completing its remaining orthogonal pairs.

12.2.3 The MIN Axiom, Relativity, and Free Will

One of the paradoxes introduced by relativity was the fact that temporal order depends on the choice of inertial frame. If two events are spacelike separated, then they will appear in one time order with respect to some inertial frames but in the reverse order with respect to others. The two events we use will be the previous twinned spin measurements.

It is usual tacitly to assume the temporal causality principle that the future cannot alter the past. Its relativistic form is that an event cannot be influenced by what happens later in any given inertial frame. Another customarily tacit assumption is that experimenters are free to choose between possible experiments. To be precise, we mean that the choice an experimenter makes is not a function of the past. We explicitly use only some very special cases of these assumptions in justifying our final axiom.

The MIN Axiom. Assume that the experiments performed by A and B are spacelike separated. Then, experimenter B can freely choose any one of the 33 particular directions w, and a’s response is independent of this choice. Similarly and independently, A can freely choose any one of the 40 triples x, y, z, and b’s response is independent of that choice.

It is the experimenters’ free will that allows the free and independent choices of x, y, z, and w. But in one inertial frame—call it the “A-first” frame—B’s experiment will only happen some time later than A’s, and so a’s response cannot, by temporal causality, be affected by B’s later choice of w. In a B-first frame, the situation is
reversed, justifying the final part of MIN. (We shall discuss the meaning of the term independent more fully in the Appendix.)

12.3 The (Strong) Free Will Theorem

Our theorem is a strengthened form of the original version of [3]. Before stating it, we make our terms more precise. We use the words properties, events, and information almost interchangeably: whether an event has happened is a property and whether a property obtains can be coded by an information bit. The exact general meaning of these terms, which may vary with some theory that may be considered, is not important because we use them only in the specific context of our three axioms.

To say that A’s choice of $x, y, z$ is free means more precisely that it is not determined by (i.e., is not a function of) what has happened at earlier times (in any inertial frame). Our theorem is the surprising consequence that particle $a$’s response must be free in exactly the same sense, that it is not a function of what has happened earlier (with respect to any inertial frame).

The Free Will Theorem. The axioms SPIN, TWIN, and MIN imply that the response of a spin 1 particle to a triple experiment is free—that is to say, is not a function of properties of that part of the universe that is earlier than this response with respect to any given inertial frame.

Proof. We suppose to the contrary—this is the “functional hypothesis” of [3]—that particle $a$’s response $(i, j, k)$ to the triple experiment with directions $x, y, z$ is given by a function of properties $\alpha, \ldots$ that are earlier than this response with respect to some inertial frame $F$. We write this as

$$\theta_a^F(\alpha) = \text{one of } (0, 1, 1), (1, 0, 1), (1, 1, 0)$$

(in which only a typical one of the properties $\alpha$ is indicated).

Similarly, we suppose that $b$’s response 0 or 1 for the direction $w$ is given by a function

$$\theta_b^G(\beta) = \text{one of } 0 \text{ or } 1$$

of properties $\beta, \ldots$ that are earlier with respect to a possibly different inertial frame $G$.

1. If either one of these functions, say $\theta_a^F$, is influenced by some information that is free in the previous sense (i.e., not a function of A’s choice of directions and events F-earlier than that choice), then there must be an an earliest (“infimum”) F-time $t_0$ after which all such information is available to $a$. Because the nonfree information is also available at $t_0$, all of these information bits, free and nonfree, must have a value 0 or 1 to enter as arguments in the function $\theta_a^F$. So, we regard $a$’s response as having started at $t_0$.

If indeed there is any free bit that influences $a$, the universe has by definition taken a free decision near $a$ by time $t_0$, and we remove the pedantry by ascribing this decision to particle $a$. (This is discussed more fully in Section 12.5.)
2. From now on, we can suppose that no such new information bits influence the particles’ responses, and therefore that $\alpha$ and $\beta$ are functions of the respective experimenters’ choices and of events earlier than those choices.

Now an $\alpha$ can be expected to vary with $x, y, z$ and may or may not vary with $w$. However, whether or not the function varies with them, we can introduce all of $x, y, z, w$ as new arguments and rewrite $\theta^F_a$ as a new function (which, for convenience, we give the same name)

$$\theta^F_a(x, y, z, w; \alpha')$$

of $x, y, z, w$ and properties $\alpha'$ independent of $x, y, z, w$.

To see this, replace any $\alpha$ that does depend on $x, y, z, w$ by the constant values $\alpha_1, \ldots, \alpha_{1320}$ it takes for the $40 \times 33 = 1,320$ particular quadruples $x, y, z, w$ we shall use. Alternatively, if each $\alpha$ is some function $\alpha(x, y, z, w)$ of $x, y, z, w$, we may substitute these functions in $(\star)$ to obtain information bits independent of $x, y, z, w$.

Similarly, we can rewrite $\theta^G_b$ as a function

$$\theta^G_b(x, y, z, w; \beta')$$

of $x, y, z, w$ and properties $\beta'$ independent of $x, y, z, w$.

Now, there are values $\beta_0$ for $\beta'$, for which

$$\theta^G_b(x, y, z, w; \beta_0)$$

is defined for whatever choice of $w$ that $b$ will make and, therefore, by MIN, for all the 33 possible choices he is free to make at that moment (as $b$ can choose independently of $\beta$).

We now define

$$\theta^G_0(w) = \theta^G_b(x, y, z, w; \beta_0),$$

noting that because by MIN the response of $b$ cannot vary with $x, y, z, \theta^G_0$ is a function just of $w$.

Similarly, there is a value $\alpha_0$ of $\alpha'$ for which the function

$$\theta^F_1(x, y, z) = \theta^F_a(x, y, z, w; \alpha_0)$$

is defined for all 40 triples $x, y, z$, and it is also independent of $w$, which argument we have therefore omitted.

But now by TWIN, we have the equation

$$\theta^F_1(x, y, z) = (\theta^G_0(x), \theta^G_0(y), \theta^G_0(z)).$$

However, because by SPIN the value of the left-hand side is one of $(0, 1, 1), (1, 0, 1), (1, 1, 0)$, this shows that $\theta^G_0$ is a 101 function, which the Kochen–Specker paradox shows does not exist. This completes the proof.

\[\square\]

### 12.4 Locating the Response

We now provide a fuller discussion of some delicate points.
1. Because the observed spot on the screen is the result of a cascade of slightly earlier events, it is hard to define just when “the response” really starts. We shall now explain why one can regard a’s response (say) as having already started at any time after A’s choice when all the free information bits that influence it have become available to a.

Let \( N(a) \) and \( N(b) \) be convex regions of spacetime that are just big enough to be “neighborhoods of the respective experiments,” by which we mean that they contain the chosen settings of the apparatus and the appropriate particle’s responses. Our proof has shown that if the backward half-space \( t < t_F \) determined by a given F-time \( t_F \) is disjoint from \( N(a) \), then the available information it contains is not enough to determine a’s response. Conversely, if each of the two such half-spaces contains the respective neighborhood, then of course they already contain the responses. By varying \( F \) and \( G \), this suffices to locate the free decisions to the two neighborhoods, which justifies our ascribing it to the particles themselves.

2. We remark that not all of the information in the \( G \)-backward half-space (say) need be available to b because MIN prevents particle b’s function \( \theta^G_b \) from using experimenter A’s choice of directions \( x, y, z \). The underlying reason is, of course, that relativity allows us to view the situation from a \( B \)-first frame, in which A’s choice is made only later than b’s response, so that A is still free to choose an arbitrary one of the 40 triples. However, this is our only use of relativistic invariance—the argument actually allows any information that does not reveal A’s choice to be transmitted superluminally, or even backwards in time.

3. Although we have precluded the possibility that \( \theta^G_b \) can vary with A’s choice of directions, it is conceivable that it might nevertheless vary with a’s (future!) response. However, \( \theta^G_b \) cannot be affected by a’s response to an unknown triple chosen by A because the same information is conveyed by the responses \((0,1,1)\) to \((x,y,z)\), \((1,0,1)\) to \((z,x,y)\), and \((1,1,0)\) to \((y,z,x)\). For a similar reason, \( \theta^F_a \) cannot use b’s response because B’s experiment might be to investigate some orthogonal triple \( u, v, w \) and discard the responses corresponding to \( u \) and \( v \).

4. It might be objected that free will itself might in some sense be frame dependent. However, the only instance used in our proof is the choice of directions, which because it becomes manifest in the orientation of some macroscopic apparatus, must be the same as seen from arbitrary frames.

5. Finally, we note that the new proof involves four inertial frames: A-first, \( B \)-first, \( F \), and \( G \). This number cannot be reduced without weakening our theorem because we want it to apply to arbitrary frames \( F \) and \( G \), including, for example, those in which the two experiments are nearly simultaneous.

### 12.5 Free Will Versus Determinism

We conclude with brief comments on some of the more philosophical consequences of the free will theorem (abbreviated to FWT).

Some readers may object to our use of the term free will to describe the indeterminism of particle responses. Our provocative ascription of free will to elementary particles is deliberate because our theorem asserts that if experimenters have a certain freedom,
then particles have exactly the same kind of freedom. Indeed, it is natural to suppose that this latter freedom is the ultimate explanation of our own.

The humans who choose $x, y, z$ and $w$ may, of course, be replaced by a computer program containing a pseudo-random number generator. If we dismiss as ridiculous the idea that the particles might be privy to this program, our proof would remain valid. However, as we remark in [3], free will would still be needed to choose the random number generator because a determined determinist could maintain that this choice was fixed from the dawn of time.

We have supposed that the experimenters’ choices of directions from the Peres configuration are totally free and independent. However, the freedom we have deduced for particles is more constrained because it is restricted by the TWIN axiom. We introduced the term *semi-free* in [3] to indicate that it is really the pair of particles that jointly makes a free decision.

Historically, this kind of correlation was a great surprise, which many authors have tried to explain away by saying that one particle influences the other. However, as we argue in detail in [3], the correlation is relativistically invariant, unlike any such explanation. Our attitude is different: following Newton’s famous dictum “Hypotheses non fingo,” we attempt no explanation but rather accept the correlation as a fact of life.

Some believe that the alternative to determinism is randomness and go on to say that “allowing randomness into the world does not really help in understanding free will.” However, this objection does not apply to the free responses of the particles that we have described. It may well be true that classically stochastic processes such as tossing a (true) coin do not help in explaining free will but, as we show in the Appendix and in Section 10.1 of [3], adding randomness also does not explain the quantum mechanical effects described in our theorem. It is precisely the “semi-free” nature of twinned particles and, more generally, of entanglement that shows that something very different from classical stochasticism is at play here.

Although the FWT suggests to us that determinism is not a viable option, it nevertheless enables us to agree with Einstein that “God does not play dice with the Universe.” In the present state of knowledge, it is certainly beyond our capabilities to understand the connection between the free decisions of particles and humans, but the free will of neither of these is accounted for by mere randomness.

The tension between human free will and physical determinism has a long history. Long ago, Lucretius made his otherwise deterministic particles “swerve” unpredictably to allow for free will. It was largely the great success of deterministic classical physics that led to the adoption of determinism by so many philosophers and scientists, particularly those in fields remote from current physics. (This remark also applies to “compatibilism,” a now unnecessary attempt to allow for human free will in a deterministic world.)

Although, as we show in [3], determinism may formally be shown to be consistent, there is no longer any evidence that supports it, in view of the fact that classical physics has been superseded by quantum mechanics, a nondeterministic theory. The import of the FWT is that it is not only current quantum theory but the world itself that is nondeterministic, so that no future theory can return us to a clockwork universe.
Appendix. Can There Be a Mechanism for Wave Function Collapse?

Granted our three axioms, the FWT shows that nature itself is nondeterministic. It follows that there can be no correct relativistic deterministic theory of nature. In particular, no relativistic version of a hidden variable theory such as Bohm’s well-known theory [2] can exist.

Moreover, the FWT has the stronger implication that there can be no relativistic theory that provides a mechanism for reduction. There are nonlinear extensions of quantum mechanics, which we shall call collectively GRW theories (after Ghirardi, Rimini, and Weber; see [4]) that attempt to give such a mechanism. The original theories were not relativistic, but some newer versions make that claim. We shall focus here on Tumulka’s theory rGRWf (see [6]), but our argument below applies, mutatis mutandis, to other relativistic GRW theories. We disagree with Tumulka’s claim in [7] that the FWT does not apply to rGRWf, for reasons we now examine.

1. As it is presented in [6], rGRWf is not a deterministic theory. It includes stochastic “flashes” that determine the particles’ responses. However, in [3], we claim that adding randomness, or a stochastic element, to a deterministic theory does not help:

To see why, let the stochastic element in a putatively relativistic GRW theory be a sequence of random numbers (not all of which need be used by both particles). Although these might only be generated as needed, it will plainly make no difference to let them be given in advance. But then the behavior of the particles in such a theory would in fact be a function of the information available to them (including this stochastic element).

Tumulka writes in [7] that this “recipe” does not apply to rGRWf:

Since the random element in rGRWf is the set of flashes, nature should, according to this recipe, make at the initial time the decision where-when flashes will occur, make this decision “available” to every space-time location, and have the flashes just carry out the pre-determined plan. The problem is that the distribution of the flashes depends on the external fields, and thus on the free decision of the experimenters. In particular, the correlation between the flashes in A and those in B depends on both external fields. Thus, to let the randomness “be given in advance” would make a big difference indeed, as it would require nature to know in advance the decision of both experimenters, and would thus require the theory either to give up freedom or to allow influences to the past.

Thus, he denies that both our “functional hypothesis” and, therefore, also the FWT, apply to rGRWf. However, we can easily deal with the dependence of the distribution of flashes on the external fields $F_A$ and $F_B$, which arise from the two experimenters’ choices of directions $x, y, z$ and $w$.\footnote{This unfortunately makes rGRWf nonpredictive—it can only find the flash distribution that “explains” either particle’s behavior when both experimenters’ fields are given.} There are $40 \times 33 = 1,320$ possible fields in question. For each such choice, we have a distribution $X(F_A, F_B)$ of flashes; that is, we have different distributions $X_1, X_2, \ldots, X_{1320}$. Let us be given “in advance” all such random sequences, with their different weightings as determined by the different fields. Note that for this to be given, nature does not have to know in advance the actual
free choices \( F_A \) (i.e., \( x, y, z \)) and \( F_B \) (i.e., \( w \)) of the experimenters. Once the choices are made, nature need only refer to the relevant random sequence \( X_k \) in order to emit the flashes in accord with rGRWf.

If we refer to the proof of the FWT, we can see that we are here simply treating the distributions \( X(F_A, F_B) [= X(x, y, z, w)] \) in exactly the same way we treated any other information-bit \( \alpha \) that depended on \( x, y, z, w \). There, we substituted all the values \( \alpha_1, \ldots, \alpha_{1320} \) for \( \alpha \) in the response function \( \theta_{a}(x, y, z, w; \alpha) \). Thus, the functional hypothesis does apply to rGRWf, as modified in this way by the recipe.

Tumulka \[7\] grants that if that is the case, then rGRWf acquires some nasty properties: In some frame \( \Lambda \), “[the flash] \( f^{\Lambda}_B \) will entail influences to the past.” Actually, admitting that the functional hypothesis applies to rGRWf has more dire consequences—it leads to a contradiction. For if, as we just showed, the functional hypothesis applies to the flashes, and the first flashes determine the particles’ responses, then it also applies to these responses. That, by the FWT, leads to a contradiction.

2. Another possible objection is that in our statement of the MIN axiom, the assertion that \( a \)’s response is independent of \( B \)’s choice was insufficiently precise. Our view is that the statement must be true whatever precise definition is given to the term \emph{independent} because in no inertial frame can the past appearance of a macroscopic spot on a screen depend on a future free decision.

It is possible to give a more precise form of MIN by replacing the phrase “particle \( b \)’s response is independent of \( A \)’s choice” by “if \( a \)’s response is determined by \( B \)’s choice, then its value does not vary with that choice.” However, we actually need precision only in the presence of the functional hypothesis, when it takes the mathematical form that \( a \)’s putative response function \( \theta_{a}^{F} \) cannot, in fact, vary with \( B \)’s choice. To accept relativity but deny MIN is therefore to suppose that an experimenter can freely make a choice that will alter the past, by changing the location on a screen of a spot that has already been observed.

Tumulka claims in \[7\] that because in the twinning experiment the question of which one of the first flashes at \( A \) and \( B \) is earlier is frame dependent, it follows that the determination of which flash influences the other is also frame dependent. However, MIN does not deal with flashes or other occult events, but only with the particles’ responses as indicated by macroscopic spots on a screen, and these are surely not frame dependent.

In any case, we may avoid any such questions about the term \emph{independent} by modifying MIN to prove a weaker version of the FWT, which nevertheless still yields a contradiction for relativistic GRW theories, as follows.

**MIN’.** \emph{In an \( A \)-first frame, \( B \) can freely choose any one of the 33 directions \( w \) and \( a \)’s prior response is independent of \( B \)’s choice. Similarly, in a \( B \)-first frame, \( A \) can independently freely choose any one of the 40 triples \( x, y, z \), and \( b \)’s prior response is independent of \( A \)’s choice.}

To justify MIN’ note that \( a \)’s response, signaled by a spot on the screen, has already happened in an \( A \)-first frame and cannot be altered by the later free choice of \( w \) by \( B \); a similar remark applies to \( b \)’s response. In \[7\], Tumulka apparently accepts this justification for MIN’ in rGRWf: “... the first flash \( f_A \) does not depend on the field \( F_B \) in a frame in which the points of \( B \) are later than those of \( A \).”
This weakening of MIN allows us to prove a weaker form of the FWT:

**FWT’.** The axioms SPIN, TWIN, and MIN’ imply that there exists an inertial frame such that the response of a spin 1 particle to a triple experiment is not a function of properties of that part of the universe that is earlier than the response with respect to this frame.

This result follows without change from our present proof of the FWT by taking $F$ to be an $A$-first frame and $G$ a $B$-first frame, and applying MIN’ in place of MIN to eliminate $\theta_a^F$’s dependence on $w$ and $\theta_b^G$’s dependence on $x, y, z$.

We can now apply FWT’ to show that rGRW’s first flash function ($f_y^A$ of [7]), which determines $a$’s response, cannot exist, by choosing $\Lambda$ to be the frame named in FWT’.

The FWT thus shows that any such theory, even if it involves a stochastic element, must walk the fine line of predicting that for certain interactions, the wave function collapses to some eigenfunction of the Hamiltonian, without being able to specify which eigenfunction this is. If such a theory exists, the authors have no idea what form it might take.
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